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CHAPTER 1 

 

EVOLUTION OF SATELLITE METEOROLOGY 
 

 

1.1 Before satellites 
 

Since colonial times, the interest in todayôs weather and the desire to predict 
tomorrowôs has led to a variety of attempts at sensing the earth's atmosphere.  Probing of the 
atmosphere before rockets and earth orbiting satellites consisted mostly of balloon and kite 
flights.  Temperature and pressure sensing devices were attached and some method of 
recording the data was devised.  Benjamin Franklin's kite flights are the most well known of the 
early meteorological observations.  Early in the twentieth century, the Weather Bureau 
organized a regularly scheduled program of kite observations that involved seven stations at 
most.  In this programmed probing of the atmosphere, kites were launched for 4 or 5 hours to 
heights up to three or four miles.  The reeling in of the kite was seldom trouble free, as 
witnessed in this account by a Bureau kite flyer. 
 

There seemed to be a thunderstorm approaching... My reeler and I commenced to pull 
in the kite.  When the kite was still 3,000 feet up...a bolt from the clouds was seen, by 
others, to hit the kite.  We stopped reeling; we had to.  I have been nearly in front of a 
6-inch naval rifle at its discharge, and the noise was very mild compared to the report 
which we heard at the reel... Fortunately, the kite reeler was wearing rubber 
overshoes, but I was not, and in consequence got a burn on the sole of my foot... 
Several really ludicrous events can occur when a kite is behaving badly.  Sometimes 
the operators get knocked down and dragged about by the kite in attempting to land it, 
while the urchins, at a distance, shout humiliating taunts. 

 
Even with these problems, the kite was more practical than the manned balloon, and its use 
continued until 1933, when airplanes replaced kites. 
 

The rapid development of the airplane during World War I stimulated new ways to 
obtain upper air observations.  In 1925 the Bureau began an experimental program of daily 
observations from sensors that were attached on the wings of the aircraft.  The comparative 
ease of this data gathering soon saw the kite phased out completely.  With the aircraft flights, 
observations over a relatively large local area were now possible and early attempts at 
depicting synoptic flow began. 
 

In 1929, Robert Goddard launched a payload on a rocket that included a barometer, a 
thermometer, and a camera.  The origins of the meteorological satellite program are often 
traced back to this effort.  Advances in rocket technology during World War II led to the first 
composite photographs of the top of the atmosphere.  Parallel advances in the development of 
television cameras made the first meteorological satellites possible. 
 
 

1.2 Evolution of the Polar Orbiting Satellites 
 

On 4 October 1957 the era of earth orbiting satellites began as the Soviet Union 
launched Sputnik I.  Sputnik provided a catalyst and the United States accelerated its program 



 

 

 9 

to launch the first successful meteorological experiment conducted from a satellite, Explorer 
VII, launched on 13 October 1959, carried an early version of a radiometer designed to 
measure Earthôs heat balance from a satellite.  The thermal radiation experiment, devised by 
Verner E. Suomi along with UW-Madison engineering professor Robert J. Parent, established 
Suomi as the ñfather of satellite meteorology.ò  Succcessful imaging of the Earth with a satellite 
borne camera began with TIROS-1 (Television Infrared Observational Satellite) on 1 April 1960.  
The great advantage of a satellite platform for meteorological measurements over a large area 
was realized immediately.  For the first time, complete pictures of the clouds associated with 
large weather systems were seen.  The operational meteorological satellite program evolved 
rapidly thereafter.  A total of ten TIROS satellites were launched (the last on 2 July 1965) which 
carried vidicon camera systems for daytime visible imaging and passive infrared radiometers 
for sensing during both day and night.  Important steps in the TIROS program included:  
 
(a) The Automatic Picture Transmission (APT) capability was demonstrated with TIROS-

VIII; very simple ground receivers around the world could now receive real time 
satellite images  - APT has been recognized as one of the United States' greatest 
"ambassadors" of goodwill (Popham, 1985);  

(b) The change to a "wheel" mode of operation with TIROS-IX, which meant that television 
pictures were taken when the camera was pointed directly at satellite subpoint - this 
allowed for ease in navigation of the imagery; and,  

(c) The introduction of sun synchronous orbits, which meant that a satellite crossed the 
equator at the same local solar time each orbit - this allowed for the development of 
worldwide mosaics of satellite images and opened the door for a number of important 
scientific projects, including the World Climate Research Program.   

 
The experimental TIROS series led to nine operational satellites launched between 

1966 and 1969, named ESSA-1 through ESSA-9 for the parent agency at that time, the 
Environmental Science Services Administration.  In parallel with the operational ESSA series, 
NASA, developed and maintained a research series of seven NIMBUS satellites that had as 
one of its major goals to serve as a test bed for future operational polar orbiting instruments; in 
that area it was very fruitful (e.g., 3-axis stabilization, advanced vidicon camera systems, 
infrared imagers, microwave radiometers, and infrared sounders).  Additional detail concerning 
the impact of NIMBUS instrumentation on the operational polar orbiting satellites may be found 
in Allison et al (1977).  NIMBUS provided a number of science firsts and laid the foundation for 
satellite data use in "Earth Applications Science."  Hass and Shapiro (1982) provide an 
excellent overview of NIMBUS achievements in the areas of meteorology, oceanography, 
hydrology, geology, geomorphology, geography, cartography, and agriculture; they point out 
that the roots of the Landsat program can be traced directly back to NIMBUS.   
 

The NIMBUS satellites also served as pathfinders for global weather experiments 
organized by the Committee on Space and Atmospheric Research (COSPAR).  COSPAR 
Working Group 6 deliberations and publications served as the foundation for the general nature 
and detailed composition of the satellite observing system in the First Global Atmospheric 
Research Program Global Experiment and of the international operational system that followed.   
 

Significant advances with the ESSA series included routine global coverage using on 
board recording systems on odd numbered spacecraft, and APT on even numbered satellites.  
As forecast by Oliver and Ferguson (1966), the global coverage provided by the on board 
storage capability allowed the National Environmental Satellite Service to provide operational 
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satellite support to forecast centres for the first time.  Based on the work of Oliver et al (1964) 
jet streams, mid-tropospheric trough and ridge lines, and vorticity centres were readily located 
in the ESSA images.  While the feasibility of using satellite imagery to locate and track tropical 
storms was recognized almost immediately in the satellite program (Sadler, 1962), it was not 
until the ESSA series of satellites that routine surveillance was assured and techniques to 
estimate hurricane intensity from satellites became a regular part of weather forecasting 
(Dvorak, 1972).  ESSA was followed by Improved TOS (ITS), which allowed the global remote 
coverage and APT services to be combined on one satellite.  ITS-1, the first of an operational 
series of three axis stabilized satellites, was launched in January of 1970. Three-axis 
stabilization allowed scanning radiometers to be flown on operational meteorological satellites 
and provided routine infrared window coverage both day and night.  The launch of NOAA-2, on 
October 15, 1972, was significant to the operational cloud imaging program: it marked the end 
of the vidicon era and the beginning of the era of multi-channel high resolution radiometers.  
The era of television cameras gave way to calibrated scanning radiometers, although initially 
only visible and infrared window data were available on the Very High Resolution Radiometer 
(VHRR).  The next major step occurred in October of 1978 with the launch of TIROS-N.  
TIROS-N's imaging system was a four spectral channel Advanced VHRR (AVHRR).  According 
to Rao et al (1990) that step "provided data for not only day and night imaging in the visible and 
infrared but also for sea surface temperature determination, estimation of heat budget 
components, and identification of snow and sea ice."  AVHRR rapidly moved to a five spectral 
channel system, with all channels providing imagery at 1.1 km resolution at nadir.  The 
following channels are the backbone of the imaging system: a) 0.58-0.68 microns; b) 0.72-1.1 
microns; c) 3.55-3.93 microns; d) 10.3-11.3 microns; and, e) 11.5-12.5 microns. 
 

With the successful creation of a global picture of the earth's surface and atmosphere 
accomplished in 1964, the primary emphasis shifted toward measuring the atmosphere's 
vertical distribution of temperature and moisture to better initialize global numerical weather 
prediction models.  King (1958) and Kaplan (1959) published works that indicated that it is 
possible to infer the temperature of the atmosphere or the concentration of the attenuating gas, 
as a function of atmospheric pressure level.  King showed that measurements of the 
atmosphere at several tangential viewing angles could also provide information on temperature 
changes with altitude.  Kaplan suggested this could be done through measurements in several 
narrow and carefully selected spectral intervals, by inverting the process of radiative transfer.  
Temperature profiles are derived using the emission from CO2 in the atmosphere, and 
concentrations of moisture are then inferred with emissions from H2O in the atmosphere.  
Surface temperatures are estimated from observations in the spectral regions where the 
atmosphere is most transparent.  Wark and Fleming (1966) detailed indirect measurement of 
atmospheric profiles from satellites. 
 

Meteorological observations from space are made through detection of 
electromagnetic radiation leaving the atmosphere.  Outgoing radiation from earth to space 
varies with wavelength for two reasons: (a) Planck function dependence on wavelength, and (b) 
absorption by atmospheric gases of differing molecular structure (CO2, H2O, O3...).  Figure 1.1 
shows an observed infrared spectrum of the radiance to space.  Around absorbing bands of the 
constituent gases of the atmosphere, vertical profiles of atmospheric parameters can be 
derived.  Sampling in the spectral region at the centre of the absorption band yields radiation 
from the upper levels of the atmosphere (e.g. radiation from below has already been absorbed 
by the atmospheric gas); sampling in spectral regions away from the centre of the absorption 
band yields radiation from successively lower levels of the atmosphere.  Away from the 
absorption band are the windows to the bottom of the atmosphere.  The IRIS (Infrared 
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Interferometer Spectrometer) in 1969 observed surface temperatures of 320 K in the 11 micron 
window region of the spectrum and tropopause emissions of 210 K in the 15 micron absorption 
band.  As the spectral region moves toward the centre of the CO2 absorption band, the 
radiation temperature decreases due to the decrease of temperature with altitude in the lower 
atmosphere. 
 

With careful selection of spectral bands in and around an absorbing band, it was 
suggested that multispectral observations could yield information about the vertical structure of 
atmospheric temperature and moisture.  The concept of profile retrieval is based on the fact 
that atmospheric absorption and transmittance are highly dependent on the frequency of the 
radiation and the amount of the absorbing gas. At frequencies close to the centres of absorbing 
bands, a small amount of gas results in considerable attenuation in the transmission of the 
radiation; therefore most of the outgoing radiation arises from the upper levels of the 
atmosphere.  At frequencies far from the centres of the band, a relatively large amount of the 
absorbing gas is required to attenuate transmission; therefore the outgoing radiation arises 
from the lower levels of the atmosphere.  However, the derivation of temperature profiles is 
complicated by the fact that upwelling radiance sensed at a given wavelength arises from a 
rather large vertical depth (roughly 10 km) of the atmosphere.  In addition, the radiance sensed 
in the neighbouring spectral regions arises from overlapping layers.  This causes the radiance 
observations to be dependent and the inverse solution to the radiative transfer equation for 
temperature profiles to be non-unique.  Differing analytical approaches and types of ancillary 
data are needed to constrain the solution in order to render temperature profiles. 
 

The first temperature profile retrievals were accomplished with the Satellite Infrared 
Spectrometer (SIRS), a grating spectrometer aboard NIMBUS-3 in 1969 (Wark et al, 1970).  
Comparison with radiosonde profile measurements showed that the satellite-derived 
temperature profiles were very representative overall, with detailed vertical features smoothed 
out.  The SIRS profile retrievals were compromised in the presence of clouds and these were 
usually present in the instrument's 250 km diameter field of view.  Also the SIRS only sampled 
along the sub-orbital track and consequently there were large gaps in data between orbits.  In 
spite of these problems, the SIRS data immediately showed promise of benefiting the current 
weather analysis and forecasting and was put into operational use on 24 May 1969, barely one 
month after launch (Smith et al, 1970). An early example of SIRS impact on model analyses is 
shown in Figure 1.2.  Also on NIMBUS-3 was the Infrared Interferometer Spectrometer (IRIS), 
a Michelson interferometer that measured the earth emitted radiation at high spectral resolution 
(5 cm

-1
).  IRIS had 100 km resolution and was nadir viewing only.  The IRIS measurements of 

the terrestrial spectrum revealed details of the carbon dioxide, water vapour, and ozone 
absorption bands never seen before (Hanel et al, 1971). 
 

In 1972 a scheme was devised to reduce the influence of clouds by employing a 
higher spatial resolution (30 km) and by taking spatially continuous sounding observations, now 
possible with cross track scanning on the seven channel Infrared Temperature Profile 
Radiometer (ITPR) on board NIMBUS-5 (Smith et al, 1974a).  With a paired field of view 
approach, clear radiances could now be inferred by assuming that the variation in radiance 
between two adjacent fields of view is due to cloud amount only.  This concept was highly 
successful in alleviating the influence of clouds on the synoptic scale.  In fact, ITPR soundings 
to the earth's surface were now possible over 95 percent of the globe with an average spacing 
of 250 nautical miles. 

NIMBUS-5 also introduced the first microwave sounding device, the NIMBUS 
Experimental Microwave Spectrometer (NEMS), a nadir viewing 5-channel instrument (Staelin 
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et al, 1973).  The NEMS demonstrated the capability to probe through clouds, even when 
dense and overcast.  Good comparisons of ITPR, NEMS, and radiosonde data were achieved.  
It was found, however, that best results were achieved from an amalgamation of infrared and 
microwave radiance data in the temperature profile inversion process thereby providing the 
maximum available thermal information, regardless of cloud conditions (Smith et al, 1974b).   

 
The third satellite in the ITS series was launched in October 1972, called NOAA-2 for 

the parent agency renamed the National Oceanic and Atmospheric Administration.  It carried 
the first Very High Resolution Radiometer (VHRR) and allowed operational thermodynamic 
soundings with its Vertical Temperature Profile Radiometer (VTPR).  While input to numerical 
forecast models had relied on cloud image interpretation through a program with the catchy 
acronym of SINAP, Satellite Input to Numerical Analysis and Prediction (Nagel and Hayden, 
1971), soundings from satellites now allowed for quantitative input (Smith et al, 1986). 
 

From the available results and studies in the early 1970s, it was recognized that the 
optimum temperature profile results would be achieved by taking advantage of the unique 
characteristics offered by the 4.3 micron, 15 micron, and 0.5 cm absorption bands.  As a 
consequence, the Nimbus-6 High resolution Infrared Radiation Sounder (HIRS) experiment 
was designed to accommodate channels in both the 4.3 and 15 micron infrared regions and 
these were complemented by the 0.5 cm microwave wavelength channels of a Scanning 
Microwave Spectrometer (SCAMS).  HIRS was designed with passively cooled detectors to 
allow for complete cross-track scanning. SCAMS also scanned, but with lower spatial 
resolution.  The HIRS experiment successfully demonstrated an improved sounding capability 
in the lower troposphere due to the inclusion of the 4.3 micron observations. 
 

The operational implementation of these instruments was achieved on the TIROS-N 
spacecraft in 1978 that carried the HIRS and the Microwave Sounding Unit (MSU).  The 
channels were carefully selected to cover the depth of the atmosphere.  Infrared soundings of 
20 km resolution horizontally were supplemented with microwave soundings of 150 km 
resolution horizontally (Smith et al, 1979).  The complement of infrared and microwave 
instruments aboard each of the polar orbiting spacecraft provided complete global coverage of 
vertical temperature and moisture profile data every 12 hours at 250 km spacing (Smith et al, 
1981a).  Figure 1.3 shows the global rms differences for April 1980 between TIROS and 
radiosonde temperature profiles.  The 2.5 C differences should not be interpreted literally as 
error; space and time discrepancies between the two types of observations contribute 
significantly along with atmospheric variability.  Even with microwave assistance, it is evident 
that the sounding accuracy is degraded with increasing cloudiness. 
 

The TIROS-N series of satellites evolved to the NOAA Advanced TIROS-N satellite 
series that carry:  

(a) A five channel Advanced VHRR (AVHRR) for observing cloud cover and weather 
systems, deriving sea surface temperature (McClain, 1979), detecting urban heat 
islands (Matson et al, 1978) and fires (Matson and Dozier, 1981), and estimating 
vegetation indices (Tarpley et al, 1984);   

(b) An improved High resolution Infrared Radiation Sounder (HIRS/2) for deriving global 
temperature and moisture soundings (Smith et al, 1986);  

(c) A low spatial resolution Microwave Sounding Unit (MSU) primarily for deriving 
temperature soundings in cloud covered regions;  
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(d) A data collection system; and,  

(e) Search And Rescue (SAR) instruments for aiding in search and rescue operations.   
 
 The NOAA polar satellites carried AVHRR (a channel at 1.6 microns was added for 
cloud, ice and snow discrimination) and HIRS instruments that continued to provide their basic 
services; and, most exciting, two Advanced Microwave Sounding Units (AMSU) that provided 
temperature sounding information at about 50 km horizontal resolution and moisture sounding 
information at about 15 km horizontal resolution.  With the advent in May 1998 of this enhanced 
microwave sounder (more channels, better spatial resolution) and continuation of the high 
spatial resolution infrared sounder (good spatial resolution, evolving to higher spectral 
resolution), an all weather sounding capability was established. 
 

The TIROS-N instruments were used routinely to measure atmospheric temperature 
and moisture, surface temperature, and cloud parameters.  A large range of applications were 
developed that became pertinent to nowcasting as well as operational short-range forecasting; 
they include: 

(a) Subsynoptic scale temperature and moisture analyses for severe weather monitoring 
and prediction; 

(b) Subsynoptic scale analysis of surface temperature; 

(c) Subsynoptic scale analysis of atmospheric stability; 

(d) Subsynoptic scale updating of aviation grid point temperature and wind fields; 

(e) Estimation of the cloud height and amount; 

(f) Estimation of tropical cyclone intensity, maximum wind strength, and central position; 
and 

(g) Estimation of total ozone amount. 
 
These data became part of the operational practices of weather services internationally 
(Chedin, 1989). 
 
 For details concerning scientific applications of polar orbiting satellite imagery and 
sounding data, the reader is referred to Rao et al (1990).  That book contains sections on 
applications of satellite data in meteorology, applications of satellite data to land and ocean 
sciences, satellites and climate applications, and the use of weather satellite data in agricultural 
applications.  For details in the use of polar orbiting imagery, also see Scorer (1990).  
 
 In the 2010s, AVHRR will transition to a more capable visible and infrared imager called 
the Visible Infrared Imaging Radiometer Suite (VIIRS), when the NOAA satellites become the 
JPSS series, starting with a demonstration program in 2011. VIIRS will be better calibrated than 
the AVHRR, have higher spatial resolution (400 meters vs. 1 km at nadir), and have additional 
spectral capability with 22 channels.  Parameters that may be derived from the VIIRS for use in 
operational as well as climate monitoring include sea surface temperature, aerosols, snow 
cover, cloud cover, surface albedo, vegetation index, sea ice, and ocean color.  HIRS will be 
replaced by the Cross track Infrared Sounder (CrIS), a Michelson interferometer that is 
designed to enable retrievals of atmospheric temperature profiles at 1 degree accuracy for 1 
km layers in the troposphere, and moisture profiles accurate to 15 percent for 2 km layers. This 
is accomplished by the CrIS working together with the Advanced Technology Microwave 
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Sounder (ATMS), designed to be the next generation cross track microwave sounder replacing 
AMSU. Comparable sounding capability will be realized on the European METOP series by the 
Infrared Atmospheric Sounding Interferometer (IASI) in conjunction with the advanced 
microwave temperature sounding units (AMSU-A) and microwave humidity sounders (MHS / 
HSB).  CrIS/ATMS will fly on afternoon (1330 ascending) and IASI/AMSU/MHS will fly in the 
morning (0930 descending) orbit.  See Chapter 14 for more details. 

 
 
1.3 The Geostationary Program 
 

For meteorological applications, two types of satellite orbits are prevalent.  One, 
discussed earlier, is the polar sun-synchronous orbit from which global observations can be 
collected every twelve hours.  The other is geostationary orbit above the equator; it has a 
period of 24 hours and thereby enables continuous surveillance of the weather.  Polar orbits 
range from 600 to 1600 km in altitude, whereas the geostationary altitude is fixed at 38,000 km. 
 

On 6 December 1966, the first Applications Technology Satellite (ATS-1) was 
launched carrying a spin scan cloud camera (Suomi and Parent, 1968) that was capable of 
providing full disk visible images of the earth and its cloud cover every 20 minutes.  The 
inclusion of the spin scan cloud camera on ATS-1 occurred because of an extraordinary effort 
by Verner Suomi and Homer Newell, who made it possible to add this new capability even 
though ATS-1 was already well into its fabrication.  Meteorologists were astounded by the first 
views of global animations of clouds and cloud systems in motion.  According to Johnson 
(1982) "as Morris [Tepper of NASA] predicted, geostationary satellite images can be used to 
track clouds from which winds at cloud altitude can be inferred."  Research into tracking clouds 
and producing winds using image sequences began almost immediately (Hubert and Whitney, 
1971), and remains an area of intense investigation (see Chapter 9).  By the early 1970s ATS 
imagery was being used in operational forecast centers, with the first movie loops being used at 
the National Severe Storm Forecast Center (NSSFC) in the spring of 1972. 
 

As with the polar program, NASA research and development led to the operational 
geostationary satellite program.  ATS was mainly a communications system test bed; however, 
its success in the meteorological arena led to NASA's development of the Synchronous 
Meteorological Satellite (SMS), an operational prototype dedicated to meteorology.  SMS-1 was 
launched May 1974 and SMS-2 followed in February 1975: those satellites were positioned 
above the equator at 75W and 135W, which today remain the nominal positions of the United 
States' eastern and western Geostationary Operational Environmental Satellites (GOES).  The 
two NASA prototypes, SMS-1 and SMS-2, and the subsequent NOAA GOES provided three 
important functions that remain central to today's geostationary satellite program:  

(a) Multispectral imagery from the Visible and Infrared Spin Scan Radiometer (VISSR) 
routinely covering the earth and its cloud cover in the visible and infrared window 
channels. VISSR provided visible imagery at 1 km spatial resolution and infrared 
window channel imagery at 7 km spatial resolution. 

(b) Weather Facsimile (WEFAX) enabling transmission of low resolution satellite images 
and conventional weather maps to users with low cost receiving stations; and, 

(c) Data Collection System (DCS) allowing the relay of data from remote data collection 
platforms through the satellite to a central processing facility.  
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In 1977 the European Space Agency launched a geostationary Meteosat, which 
provided visible imagery at 2.5 km spatial resolution, infrared window band imagery at 5 km 
spatial resolution, and also water vapour band imagery at 5 km spatial resolution.  These new 
images in the water vapour band gave a very different view of the planet earth.  Upper 
tropospheric humidity and high cloud features dominated the image and indicated synoptic 
scale circulations.  Three GOES and one Meteosat were coordinated to define atmospheric 
circulations as part of a Global Atmospheric Research Program (GARP) in 1979.  Organized by 
the Committee on Space and Atmospheric Research (COSPAR), this was the first international 
experiment using satellites. 
 

By 1980, the GOES system evolved to include an atmospheric temperature and 
moisture sounding capability with the addition of more spectral bands to the spin scan 
radiometer; it was called the VISSR Atmospheric Sounder (VAS).  The first GOES-VAS, 
GOES-4, was launched in September of 1980.  The addition of spectral channels represented 
a major improvement in satellite capabilities (Smith et al, 1981b); however, imaging and 
sounding could not be done at the same time.  Furthermore, a spinning satellite, viewing the 
earth only 5 percent of the satellite's duty cycle, made it difficult to attain the instrument signal-
to-noise needed for either high quality soundings or the high spatial resolution infrared views of 
the earth needed to satisfy the increased sophistication of the data's user community.  
Recognizing those limitations, NOAA developed its next generation of geostationary satellites, 
GOES I-M (Menzel and Purdom, 1994) introduced with the launch of GOES-8 on 13 April 1994.  
GOES-9 through 12 followed in subsequent years; these were used to maintain a two GOES 
operational system, east and west.   
 

As imagery from polar orbiting satellites helped advance understanding of synoptic 
scale phenomena, imagery from geostationary satellites helped advance understanding of the 
mesoscale. Prior to the geostationary satellite, mesoscale data were sparse; meteorologists 
were forced to make inferences about mesoscale phenomena from macroscale observations. 
Today, geostationary satellite images represent the equivalent of a "reporting station" every 1 
km with visible data (every 4 km with infrared data) and hence show features that are 
infrequently detected by fixed observing sites.  Clouds and cloud patterns in a satellite image 
provide a visualization of mesoscale meteorological processes.  When imagery is viewed in 
animation, the movement, orientation, and development of important mesoscale features can 
be observed, adding a new dimension to mesoscale reasoning.  Furthermore, animation 
provides observations of convective behaviour at temporal and spatial resolutions compatible 
with the scale of the mechanisms responsible for triggering deep and intense convective 
storms (Purdom, 1993).   A number of important discoveries using geostationary satellite 
imagery (see Figure 1.4) have had a dramatic impact on mesoscale meteorology and, in turn, 
short term forecasts and warnings.  For example:  

(a) Prior to squall line formation, organized cumulus development within a surface 
convergence zone is usually detectable in satellite imagery (Purdom, 1976).  The 
ability to use satellite imagery to detect areas of incipient squall line development has 
aided in the location and orientation as well as the timing of severe weather watches. 

(b) The importance of thunderstorm outflow boundaries, often termed arc cloud lines, in 
the development and evolution of all types of thunderstorms was first recognized using 
animated satellite imagery (Purdom, 1976).  The recognition of one such large scale 
boundary resulted in a very accurate, long lead time watch box for a major tornado 
outbreak across North and South Carolina on 28 March 1984 (NOAA, 1984).  
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Furthermore, Doppler radar has confirmed the importance of recognizing and tracking 
arc cloud lines for short term convective forecasting (COMET, 1992).   

(c) The size, duration and high degree of organization of mesoscale convective 
complexes were not recognized prior to their discovery using infrared satellite imagery 
(Maddox, 1980).  These complexes, which are responsible for much of the summer 
rainfall in the mid-west, have since been the focus of intense investigations.   

(d) The location, tracking and monitoring of hurricanes and tropical storms has been one 
of the most successful aspects of the satellite program (Rao et al, 1990), and a 
technique for using satellite data to estimate hurricane intensity (Dvorak, 1972, 1984) 
is used routinely at the National Hurricane Center.   According to Robert Sheets (1990) 
who was at the time the Director of the National Hurricane Center: "in the estimation of 
the author, and many others, the development of the Dvorak technique (1972, 1984) 
has been the single greatest achievement in support of operational tropical cyclone 
forecasting by a researcher to date." 

(e) Prior to the polar satellite program the existence of polar lows (Twitchell et al, 1989) 
was not widely recognized, and recently, geostationary satellite imagery have been 
used to study polar low formation near the coast of Labrador (Rasmussen and 
Purdom, 1992); 

(f) The influence of early morning cloud cover on the subsequent development of 
afternoon convection was not realized prior to the geostationary satellite era (Weiss 
and Purdom, 1974; Purdom and Gurka, 1974).  The importance of this phenomenon 
has subsequently been simulated using a sophisticated mesoscale model (Segal et al, 
1986). 

(g) Satellite imagery has had a dramatic impact on our ability to detect and forecast fog 
behavior.  The role of inward mixing in forecasting the dissipation of fog was not well 
recognized prior to the work of Gurka (1978) with geostationary satellite imagery.  
Polar orbiting satellite imagery has been used for a number of years to detect fog, both 
day and night, using a multispectral technique (Eyre, 1984), and that technique has 
been extended with the GOES multispectral imagery (Ellrod, 1992) to include 
monitoring of fog formation at night. 

(h) The GOES infrared channel at 6.7 microns is strongly affected by upper level water 
vapour, and is often called the water vapour channel.  The ability of imagery from this 
channel to depict upper level flow has provided meteorologists with the ability to view 
atmospheric systems and their changes in time with a perspective never before 
possible.  As has been shown by Velden (1987) and Weldon and Holmes (1991), this 
channel has been used for a variety of synoptic and mesoscale applications. 

 

The advantage of continuous multispectral monitoring of atmospheric stability and 
moisture is demonstrated in an example from 8 July 1997. A sequence of the GOES LI DPI at 
two hour intervals over the western plains (Figure 1.5, top) shows strong de-stabilization in 
Kansas and northern Oklahoma during the afternoon (1746 to 2146 UTC) as LI values of -8 to -
12 C give way to convective clouds.  Radiosonde values (Figure 1.5, bottom) show generally 
very unstable air (LI of -5 to -6 C) across Nebraska, Missouri, Oklahoma, and northern Texas, 
while the GOES LI DPI emphasizes the Kansas and northern Oklahoma region within that area.  
Severe weather watch boxes from the Storm Prediction Center (SPC) covered Missouri and 
Arkansas as well as eastern Colorado (as the mesoscale vorticity center drifted southward 
across Missouri into Arkansas with a surface outflow ahead of it).  However, storms also 
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formed in west central Kansas by 2146 UTC and continued to develop across the state with 
numerous reports of hail.  Although the Arkansas and eastern Colorado activity was well 
anticipated at the SPC, central Kansas convection did not appear within a watch area.  The 
strong and focused de-stabilization as noted in the GOES LI DPI sequence over Kansas and 
northern Oklahoma presented good supporting evidence for development of strong storms in 
that region.  
 

GOES data has become a critical part of National Weather Service operations, with 
direct reception of the full digital GOES data stream at national centers while local weather 
service forecast offices receive a full complement of digital imagery from the AWIPS (Advanced 
Weather Interactive Processing System).  Additionally, quantitative products such as cloud drift 
winds, thermodynamic soundings and stability parameters, and precipitation amount are 
routinely produced from GOES data.    
 

Rapid interval imaging has been an important component of the GOES research 
program since 1975.  Research with SMS and GOES imagery included acquiring a series of 
images at 3 minute intervals to study severe storm development (Fujita, 1982; Shenk and 
Kreins, 1975; Purdom, 1982).  In 1979 during a project known as SESAME (Severe 
Environmental Storm And Mesoscale Experiment), two GOES satellites were synchronized to 
produce 3 minute interval rapid scan imagery to study storm development.  Fujita (1982) and 
Hasler (1981) used these data to produce very accurate cloud height assignments using 
stereographic techniques, similar to earlier work by Bristor and Pichel (1974).  Other interesting 
studies with rapid interval GOES imagery include assessing thunderstorm severity (Adler and 
Fenn, 1979; Shenk and Mosher, 1987) and tracking cloud motions in the vicinity of hurricanes 
(Shenk, 1985; Shenk et al, 1987).  Over the years, results from the research community filtered 
into satellite operations, and by the mid-1980s, five-minute interval imagery became a routine 
part of satellite operations during severe storm outbreaks. Recently, GOES-8 imagery at one 
minute intervals were taken to study a variety of phenomena including severe storms, 
hurricanes and cloud motions (Purdom, 1995).   
 
 Since 1994 the GOES imager has 5 channels of visible and infrared measurements at 5 
km resolution and is capable of full disk coverage in 30 minutes.  In 2002, Europe introduced a 
12 channel imager with visible and infrared measurements at 3 km resolution with full disk 
coverage every 15 minutes.  GOES will evolve to a 16 channel imager at 2 km infrared and 0.5 
km visible resolution with 5 minutes refresh in 2017.  Geostaionary sounding with high spectral 
resolution instruments will be added in the next decade; using an interferometer, focal plane 
detector arrays, and on board data processing to cover 3.7 to 15.4 microns with 2000 plus 
channels measuring radiation from 10 km resolution contiguous coverage of 6000 by 5000 km 
will be accomplished in less than 60 minutes.  The trend is for more spectral channels at higher 
spatial resolution with faster coverage.   
 

 
1.4 Data Processing Capability 
 

Interpretation and utilization of remote sensing data requires a ground processing 
capability that must perform the following functions: 

(a) Downlink and reception of telemetry bit stream must yield sensor data, satellite orbit 
parameters, and spacecraft environment information; 
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(b) Preprocessing, calibration, and earth location (navigation) of the data must transform 
into physical units; 

(c) Algorithms must be applied to derive geophysical parameters; and  

(d) Validation and error analyses must be performed as part of the process investigation. 
 

Considerable effort has been focused on developing interactive processing 
capabilities, where satellite data can be displayed and interpreted through efficient 
communication between an operator and the computer.  Through manual editing and 
enhancement of the satellite data, it has been shown that derivation of geophysical parameters 
(such as temperature and moisture soundings) with high quality resolution was possible on a 
system such as the McIDAS (Man-computer Interactive Data Access System) developed at the 
University of Wisconsin.  Utilizing a terminal consisting of digital, video, and graphics display 
devices with keyboard and cursor for communication of instructions, an operator is able to 
rapidly interact with the data processing.  For example, the operator can display images of 
sounding radiance data to aid in selecting important meteorological phenomena and regions of 
extensive cloudiness where manual intervention is needed to insure high quality sounding 
output.  The operator can instruct the computer to zoom in on the meteorologically active area 
and produce soundings that can be subjectively edited and enhanced through the addition of 
soundings at locations selected through cursor control.  The operator can check the 
meteorological consistency of the satellite sounding data, for example, instructing the computer 
to generate 300 hPa geopotential heights and their horizontal gradient thermal winds.  A 
sounding that is obviously erroneous and responsible for an unbalanced thermal field (and 
implicitly wind field) can be rapidly eliminated through cursor selection.  The McIDAS 
application to satellite sounding data has also led to rapid improvements in the algorithms used 
to process the data since visual inspection of the results revealed deficiencies in the processing 
procedures. 
 
 

1.5 Impact of Satellite Data on NWP 
 

 After the initial success with SIRS data in numerical weather prediction (NWP), it took 
extensive research over the next 20 years to improve the coupling of satellite data with NWP 
models.  Numerical Weather Prediction on time scales from 1 to 14 days requires observations 
from all parts of the globe provided by a variety of in-situ and satellite observations.  All of those 
data contribute, however, satellite data have become the most important observing system 
because of their high quality data from multiple systems provided globally on a routine basis.  
Satellites do not directly measure geophysical parameters such as temperature and pressure, 
but rather observe radiances.  Initially, satellite measurements were converted into geophysical 
variables that the model was designed to use, vertical profiles of temperature and moisture.  
The assimilation of satellite products using optimal interpolation schemes of the 1980s resulted 
in satellite data having little, or even negative impact on NWP forecasts.  In the 1990s three 
dimensional variational analysis schemes and the direct assimilation of satellite radiances 
raised the level of satellite data importance to that of radiosonde.  Information from satellite has 
become the single most important contributor to the global observing system for NWP in both 
the Northern and Southern Hemispheres.  Figure 1.6 shows the improvement in forecast skill at 
3, 5 and 7 days for the Northern and Southern Hemispheres from 1981 to 2003.  Over time, 
skill in the Southern Hemisphere has become equal to that in the Northern Hemisphere.  The 
increase in accuracy is due to better models, observations, data assimilation, and computers.  
The closing of gap in the Southern Hemisphere is clearly due to improved satellite observations 



 

 

 19 

since all other factors (model etc) were the same for both hemispheres.  As impressive as the 
impact of satellite data on NWP has been, challenges remain.  Satellite data are poorly used, 
or not used at all in cloudy or rain areas and most satellite data are not used over land due to 
surface emissivity issues.  Advances in use of satellite data will continue to rely on the coupling 
of satellite data to the model through advanced data assimilation methodologies.  Over the next 
decades, increasing volumes of satellite data in various forms will be assimilated into NWP 
models and techniques like 4 dimensional variational analyses will properly account for the 
asynoptic nature of these observations.   
 
 

1.6 Summary 
 

In the past fifty years NOAA, with help from NASA, has established a remote sensing 
capability on polar and geostationary platforms that has proven useful in monitoring and 
predicting severe weather such as tornadic outbreaks, tropical cyclones, and flash floods in the 
short term, and climate trends indicated by sea surface temperatures, biomass burning, and 
cloud cover in the longer term.  This has become possible first with the visible and infrared 
window imagery of the 1970s and has been augmented with the temperature and moisture 
sounding capability of the 1980s. The imagery from the NOAA satellites, especially the time 
continuous observations from geostationary instruments, dramatically enhanced our ability to 
understand atmospheric cloud motions and to predict severe thunderstorms.  These data were 
almost immediately incorporated into operational procedures.  Use of sounder data in the 
operational weather systems is more recently proving to be vital. The polar orbiting sounders 
are filling important data voids at synoptic scales.  Applications include temperature and 
moisture analyses for weather prediction, analysis of atmospheric stability, estimation of 
tropical cyclone intensity and position, and global analyses of clouds.  The TIROS Operational 
Vertical Sounder (TOVS) included both infrared and microwave observations with the latter 
helping considerably to alleviate the influence of clouds for all weather soundings.  The 
Geostationary Operational Environmental Satellite (GOES) VISSR Atmospheric Sounder (VAS) 
was used to develop procedures for retrieving atmospheric temperature, moisture, and wind at 
hourly intervals in the northern hemisphere.  Temporal and spatial changes in atmospheric 
moisture and stability improved severe storm warnings.  Atmospheric flow fields (deep layer 
mean wind field composites from cloud drift, water vapour drift, and thermal gradient winds) 
helped to improve hurricane trajectory forecasting.  In 1994, the first of NOAA's next generation 
of geostationary satellites, GOES-8, dramatically improved the imaging and sounding 
capability.  Applications of these NOAA data also extended to the climate programs; archives 
from the last fifteen years offer important information about the effects of aerosols and 
greenhouse gases and possible trends in global temperature.  
 

Looking to the future, forecasters are working to use satellite and radar observing 
systems to investigate the evolution and structure of cloud systems and perform short term 
forecasts and warnings.  Considering that convective activity ranges from air mass 
thunderstorms with life cycles well less than an hour to mesoscale convective systems with 
some aspects of their circulations that last for days, substantial benefits can be realized 
through correct interpretation of radar and satellite data.  For example, there is obvious benefit 
in a forecaster distinguishing in real time between a supercell storm, associated with prolonged 
periods of severe weather, and a non-severe air mass thunderstorm.  With the advent of 
improved mesoscale numerical models, the importance of interpretation of radar and satellite 
images and soundings is not diminished, but rather magnified as the forecaster now has the 
added task of using the observations critically to examine the predicted sequence of events.   
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The push for improved remote sensing from satellites continues.  There is a need for 

higher temporal, spatial, and spectral resolution in the future radiometers.  Higher temporal 
resolution is becoming possible with detector array technology; higher spatial resolution may 
come with active cooling of infrared detectors so that smaller signals can be measured with 
adequate signal to noise. Higher spectral resolution is being considered through the use of 
interferometers and grating spectrometers.  Advanced microwave radiometers measuring 
moisture as well as temperature profiles are flying in polar orbit; a geostationary complement is 
being investigated.  Ocean color observations with multispectral narrow band visible 
measurements are being demonstrated.  The challenge of the future is to further the progress 
realized in the past decades so that environmental remote sensing of the oceans, atmosphere, 
and earth increases our understanding the processes affecting our lives and future 
generations. 
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Table 1.1:  Comparison of the data characteristics of geostationary (GEO) and low earth 
orbiting (LEO) or polar orbiting satellites 

 
____________________________________________________________________________   

 

   GEO  LEO 
 

   Observes process itself    Observes effects of process 
   (motion and targets of opportunity) 
 
   Repeat coverage in minutes    Repeat coverage twice daily 
   (ȹt < 15 minutes)     (ȹt = 12 hours) 
 
   Near full earth disk only    Global coverage 
 
   Best viewing of tropics    Best viewing of poles 
 
   Same viewing angle    Varying viewing angle 
 
   Differing solar illumination    Same solar illumination 
 
   Multispectral imager    Multispectral imager 
   (generally lower resolution: 1, 4 km)   (generally higher resolution: 250m, 1 km) 
 
   IR only sounder     IR and microwave sounder 
   (8 km resolution)     (1, 17, 50 km resolution) 
 
   Noise of 0.5 mW/ster/m

2
/cm

-1    
Noise of 0.5 mW/ster/m

2
/cm

-1
 

   (several tenths of a degree)    (several tenths of a degree) 
 
   Constant viewing helps with clouds   Microwave helps with clouds 
 
   Filter radiometer     Filter radiometer, Interferometer 
       Grating spectrometer 
 
   Diffraction must be considered   Diffraction is negligible 
 
____________________________________________________________________________   
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Figure 1.1:  Infrared portion of the earth-atmosphere emitted radiation to space observed from 
Nimbus 4.  Planck emission and line spectra are indicated. 
  

 
 

Figure 1.2: Comparison of objective analyses of 500 mb height for 24 June 1969 obtained with 
and without SIRS soundings.  The differences in decameters are shown by the dashed isolines.  
Note the difference over the Pacific where the SIRS data indicate a cut-off low with an intense 
jet to the north instead of a diffusely defined trough.  Extended range (72 hr) forecasts for North 
America displayed maximum errors based on the analyses with SIRS of only half the 
magnitude of those resulting without the use of the data. 
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Figure 1.3:  RMS differences between radiosonde and satellite temperature soundings for April 
1980. 

 

 
 

Figure 1.4:  Image of visible reflectance sensed by the GOES-11, in which the light areas 
correspond to clouds or snow/ice regions. 
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Figure 1.5: (top) Two hourly GOES LI DPI on 8 - 9 July 1997 showing focused strongly 
unstable conditions over Kansas and northern Oklahoma where severe storms subsequently 
developed.  The severe weather watch boxes are overlaid. (bottom) The GOES-8 sounder LI 
DPI at 2346 UTC on 8 July 1997 along with the radiosonde values from the 0000 UTC 
launches.  
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Figure 1.6: 500 hPa anomaly correlation for the European Centre for Medium range Weather 
Forecast (ECMWF) 3, 5, and 7 day forecasts in the northern and southern hemisphere from 
1981 to 2004.  Most recently equal forecast skill is evident in both hemispheres, the in-situ data 
rich northern hemisphere and the in-situ data poor southern hemisphere; improved assimilation 
of satellite data is making this possible. 
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CHAPTER 2 

 

NATURE OF RADIATION 
 
 

2.1 Remote Sensing of Radiation 
 

Energy transfer from one place to another is accomplished by any one of three 
processes. Conduction is the transfer of kinetic energy of atoms or molecules (heat) by contact 
among molecules travelling at varying speeds.  Convection is the physical displacement of 
matter in gases or liquids.  Radiation is the process whereby energy is transferred across 
space without the necessity of a transfer medium (in contrast with conduction and convection). 
 

The observation of a target by a device separated by some distance is the act of 
remote sensing (for example ears sensing acoustic waves are remote sensors).  Remote 
sensing with satellites for meteorological research has been largely confined to passive 
detection of radiation emanating from the earth/atmosphere system. 
 

All satellite remote sensing systems involve the measurement of electromagnetic 
radiation. Electromagnetic radiation has the properties of both waves and discrete particles, 
although the two are never manifest simultaneously. 
 
 

2.2 Basic Units 
 

All forms of electromagnetic radiation travel in a vacuum at the same velocity, which is 
approximately 3 x 10

10
 cm/sec and is denoted by the letter c.  Electromagnetic radiation is 

usually quantified according to its wave-like properties, which include intensity and wavelength.  
For many applications it is sufficient to consider electromagnetic waves as being a continuous 
train of sinusoidal shapes. 
 

If radiation has only one color, it is said to be monochromatic.  The color of any 
particular kind of radiation is designated by its frequency, which is the number of waves 
passing a given point in one second and is represented by the letter f (with units of cycles/sec 
or Hertz).  The length of a single wave (i.e., the distance between two successive maxima) is 
called the wavelength and is denoted by ɚ (with units of microns to meters).  
 

For monochromatic radiation, the number of waves passing a fixed point in one 
second multiplied by the length of each wave is the distance the wave train travelled in one 
second.  But that distance is equal in magnitude to the velocity of light c.  Hence, 
 
 c = f ɚ = 3 x 10

10
 cm/sec. 

 
Since the frequency of a wave, f, is equal to the number of wavelengths in a distance 

of 3 x 10
10

 cm, it is usually a large number.  Therefore, it is often much more convenient 
(especially in the infrared region of the spectrum) to consider the number of waves in one 
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centimeter, called the wavenumber.  This new unit the wavenumber is designated by n (cm
-1
) 

and  
 

 n = 1 / ɚ (cm
-1

). 
 

However, wavenumber becomes a relatively small unit in the microwave region; so, we 
use frequency in giga-Hertz units in that region.  Similarly, because centimetres are usually too 
large for wavelength units, we use micrometers (um) for most of the spectrum and for the very 
short wavelength region we use Angstrom units (Å).  Conversion of wavelength units is 
demonstrated below:  
 

 1 Å = 10
-10

 m = 10
-8
 cm = 10

-4
 mm, and 

 

 1 mm = 10
-6
 m = 10

-4
 cm = 10

4
 Å. 

 
Conversion of frequency units follows: 
 

 1 cm
-1
 = 3 x 10

10
 Hz = 30 GHz, and 

 
 1 GHz  = 10

9
 Hz = 1/30 cm

-1
. 

 
Table 2.1 summarizes the regions and units of the electromagnetic spectrum commonly 
encountered in satellite meteorology. 
 
 

2.3 Definitions of Radiation 
 

The rate of energy transfer by electromagnetic radiation is called the radiant flux, 
which has units of energy per unit time. It is denoted by  
 
 F = dQ / dt 
 
and is measured in joules per second or watts.  For example, the radiant flux from the sun is 
about 3.90 x 10

26
 W. 

 
The radiant flux per unit area is called the irradiance (or radiant flux density in some 

texts).  It is denoted by  
 
 E = dQ / dt / dA 
 
and is measured in watts per square meter.  The irradiance of electromagnetic radiation 
passing through the outermost limits of the visible disk of the sun (which has an approximate 
radius of 7 x 10

8
 m) is given by 

 
       3.90 x 10

26
 

            E (sun sfc)    =    
                                

   =  6.34 x 10
7
 W m

-2
 . 

     4p (7 x 10
8
)
2
 

   
The solar irradiance arriving at the earth can be calculated by realizing that the flux is 

a constant, therefore 
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E (earth sfc) x 4ˊRes

2
 = E (sun sfc) x 4ˊRs

2
, 

 
where Res is the mean earth to sun distance (roughly 1.5 x 10

11
 m) and Rs is the solar radius.  

This yields 
 

            E (earth sfc) = 6.34 x 10
7
 (7 x 10

8
 / 1.5 x 10

11
)
2 
 = 1380 W m

-2
. 

 
The irradiance per unit wavelength interval at wavelength ɚ is called the 

monochromatic irradiance, 
 

Eɚ = dQ / dt / dA / dɚ , 
 
and has the units of watts per square meter per micrometer.  With this definition, the irradiance 
is readily seen to be  

 

                 ¤ 

E    =   ñ  Eɚ dɚ . 
                o 
 

In general, the irradiance upon an element of surface area may consist of 
contributions that come from many of different directions.  It is sometimes necessary to identify 
the part of the irradiance that is coming from directions within some specified arc of solid angle 
dɋ.  The monochromatic irradiance per unit solid angle is called the radiance, 
 

Iɚ = dQ / dt / dA / dɚ / dɋ, 
 
and is expressed in watts per square meter per micrometer per steradian.  This quantity is 
often also referred to as intensity and denoted by the letter B (when referring to the Planck 
function).  Table 2.2 summarizes these definitions.  Figure 2.2 illustrates the angle 
considerations for radiance. 
 

In order to express the relationship between irradiance and radiance quantitatively, it is 
necessary to define the zenith angle, ɗ, as the angle between the direction of the radiation and 
the normal to the surface in question.  The component of the radiance normal to the surface is 
then given by I cos ɗ.  The irradiance represents the combined effects of the normal 
component of the radiation coming from the whole hemisphere; that is, 

 

            E = ñ  I cos ɗ dɋ 
                 ɋ 

 
where in spherical coordinates 
 

dɋ = sin ɗ dɗ dű . 
 
Figure 2.1 illustrates the spherical coordinate geometry. 
 

Radiation whose radiance is independent of direction is called isotropic radiation.  In 
this case, the integration over dɋ can be readily shown to be equal to  ́so that 
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E = p I . 
 

Radiance is often expressed per unit frequency, I(f), rather than per unit wavelength, 
I(ɚ).  Since the transformation from wavelength to frequency is given by f = c / ɚ it follows that 
 

I(ɚ) = I(f) c / ɚ
2
. 

 
I(ɚ) must not be confused with I(f): they are different quantities.  More will be said about this 
later in this chapter.  
 
 

2.4 Historical Development of Planck's Radiation Law 
 

It had long been observed that the surface of all bodies at a temperature greater than 
absolute zero (0 K) emits energy, in the form of thermal radiation.  These electromagnetic 
waves were thought to be due to the motion of electric charges near the surface of the 
radiating body. 
 

The study of radiation focused on the properties of a hypothetical black body, which is 
characterized by (a) complete absorption of all incident radiation (hence the term black) and (b) 
maximum possible emission in all wavelengths in all directions.  In other words, it is the perfect 
absorber and emitter of all radiation. 
 

Many attempts, both empirical and theoretical in approach, were made in the years up 
to and about 1900 to understand the black body spectrum.  In 1879, Stefan had empirically 
found that the irradiance of a black body was related to temperature by the law 
 

E = ů T
4
, 

where 
 

ů = 5.67 x 10
-8
 W m

-2
 deg

-4
. 

 
In 1884, Boltzmann produced a theoretical derivation of this equation. 
 

Earliest accurate measurements of monochromatic irradiance are credited to Lummer 
and Pringsheim in 1899.  They observed the now well-known emission spectra for black bodies 
at several different temperatures (shown in Figure 2.3). 
 

Thermodynamical reasoning, while not giving a complete answer, did predict two 
characteristic features of the radiation.  Wien, in 1893, was able to shown that the 
monochromatic radiance was related to temperature and wavelength by 
 

I(ɚ) = f(ɚT) / ɚ
5
, 

 
where the form of the single function f(ɚT) was not evaluated.  Also, the peak emission 
wavelength of a black body was shown to be inversely proportional to temperature, so that 
 

ɚmax = const / T . 
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In this derivation, he considered a cylindrical cavity with reflecting walls, one of which 
is a movable piston, filled with radiation at a temperature T.  Radiation was known to exert a 
pressure proportional to its energy density.  Taking this system through a Carnot cycle, a 
relation between the work done by the radiation (expressed in terms of monochromatic 
radiance) and temperature was obtained. 
 

To evaluate the function f(ɚT) some of the detailed properties of a black body must be 
taken into account.  In 1900, Rayleigh and Jeans attempted to evaluate f(ɚT) by considering a 
cubical cavity containing electromagnetic standing waves with nodes at the metallic surfaces 
and the energy of these waves obeying the Boltzmann probability distribution.  Assuming a 
continuum of energy states, the average total energy of this system can be expressed as 
 

                        ¤                        ¤ 

                            Ůav = [ ñ  Ů e 
ïŮ / kT

 dŮ ] / [ ñ  e 
ïŮ / kT

 dŮ ] 
                        o                        o 

 
where the Boltzmann constant is given by  
 

k = 1.381 x 10
-23

 J/deg. 
 
This leads to 
 

f(ɚT) = 2ckɚT , 
 
which is in agreement with experiment only for long wavelengths.  At short wavelengths the 
monochromatic radiance becomes infinite (often referred to as the ultraviolet catastrophe).  The 
form of f(ɚT) obtained by Rayleigh and Jeans was a necessary consequence of the theories of 
classical physics, yet it failed. 
 

The discrepancy between experiment and theory was resolved by Planck in 1901, but 
at the expense of some of the basic concepts known to classical physics.  Assuming that 
electromagnetic harmonic oscillations can only exist in quanta of hf (h is a constant, f is a 
frequency) and that oscillators emit energy only when changing from one to another of their 
quantized energy states, then the average total energy of this system is expressed as 
 

                 ¤                          ¤ 
                                 Ůav =  [  Ɇ nhf e 

ïnhf / kT 
] / [  Ɇ  e 

ïnhf / kT 
] 

                                                n=o                      n=o 
 
or 
 

Ůav = hf / (e 
hf / kT

 - 1) . 
 
This implies, 
 

f(ɚT) = 2hc
2
 /(e 

hc / ɚkT
 - 1) , 

 
and predicts the observed results if the Planck constant 
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h = 6.63 x 10
-34

 J s  . 
 
As a consequence, the Planck law for radiation intensity (or monochromatic radiance) is 
expressed as 
 

B(ɚ,T) = c1 / [ɚ
5 
(e

 c2
 
/ ɚT 

- 1)] 
 
where 
 

c1 = 2hc
2
 = 1.191044 x 10

-8
 W/(m

2
 ster cm

-4
) 

 
and 
 

c2 = hc/k = 1.438769 K cm 
 
with B(ɚ,T) having units of W/(m

2
 ster cm). 

 
Written in terms of wavenumber rather than wavelength, 

 

B(n,T) = c1n
3 
/ (e

 c2
 
n / T 

- 1) 
 

where B(n,T) has units of W/(m
2
 ster cm

-1
).  The difference in the Planck radiance curves when 

measured with respect to unit wavelength versus unit wavenumber is seen in Figure 2.4. 
 

Thus, in the course of his successful attempt at resolving certain discrepancies 
between the observed energy spectrum of thermal radiation and the predictions of the classical 
theory, Planck was led to the idea that a system executing simple harmonic oscillations only 
can have energies which are integral multiples of a certain finite amount of energy (1901).  A 
closely related idea was later applied by Einstein in explaining the photo-electric effect (1905), 
and by Bohr in a theory which predicted many of the complex features of atomic spectra 
(1913).  The work of these three physicists, plus subsequent developments by de Broglie, 
Schroedinger, and Heisenberg (1925), constitutes what is known as the quantum theory.  
Quantum theory and the theory of relativity together comprise the two most significant features 
of modern physics. 
 
 

2.5 Related Derivations 
 

2.5.1 Wien's Displacement Law 
 

The peak of Planck function curve shifts to shorter wavelengths with an increase in 
temperature.  The wavelength ɚmax for which the Planck function peaks at a given temperature 
T can be found from Planck's law by differentiating it with respect to ɚ and equating the result to 
zero.  This yields the nonlinear equation 
 

x = 5 (1 - e
-x
) 

 
where x = c2  / (ɚmax T) whose solution is x = 4.965114. Therefore, 
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ɚmax = 0.2897 / T  (cm) 

 
which is Wien's displacement law.  This law indicates that the wavelength of maximum Planck 
radiance varies inversely with temperature.  Note that when the Planck function is expressed in 

terms of wavenumber, differentiating with respect to n and equating the result to zero yields y = 

3 (1 - e
- y

) where y = c2 nmax/T with the solution nmax = 1.95 T (cm-1).  It is important to realize 

that nmax  ̧1/ ɚmax. 
 
 The Planck radiance at the Wien wavelength varies as temperature to the fifth power.  
To see this more clearly consider  

 
    B(ɚmax,T)  = c1 / [ɚmax

5 
(e

 c2
 
/ ɚmaxT 

- 1)] 
 
     = c1 T

5
 / [ (0.2897)

5 
(e

 c2
 
/ .2897 

- 1)] 
 
     = c3 T

5 

 

where c3 is a constant.  In a similar way, it can be shown that B(nmax,T) = c4T
3
. 

 
The radiative temperature of the surface of the sun is roughly 5780 K.  Applying 

Wien's Law at the sun's surface temperature, one finds the maximum Planck radiance to be at 
0.50 um, which is near the centre of the visible region of the spectrum.  Since the sun radiates 
nearly as a black body, we can say that the solar energy reaching the earth is a maximum in 
the visible region. 
 

On the other hand, the earth's atmospheric temperature averaged vertically is around 
255 K; therefore, the maximum emitted energy of the earth's atmosphere occurs roughly at 
11 um, that is, well into the infrared region.  In fact, if the normalized black body curves (Planck 
functions) for temperatures of 255 K and 5780 K are plotted next to each other, the curves are 
almost entirely separate.  Thus, the spectral distribution of the incoming solar radiation is quite 
different from that of the outgoing terrestrial radiation (see Figure 2.5). 
 

Wien's displacement law derives its name from the fact that as the temperature 
increases, the point of maximum intensity of the black body curve is displaced toward the 
shorter wavelengths.  Since the wavelength of the maximum value determines the color 
perceived while observing the complete spectrum, we have an explanation for the transition in 
color of a heated iron bar from red to a white glow with increased heat.  As the temperature is 
raised the longer wavelength red light shows first.  Then higher temperatures contribute 
additional wavelengths.  Finally, when the temperature is sufficiently high, the radiation consists 
of a mixture of all the visible wavelengths and, hence, appears white hot.  For similar reasons, 
the filament of an incandescent lamp must be heated to thousands of degrees K in order to be 
an efficient emitter of visible light, while infrared lamps operate at lower temperatures. 
 
2.5.2 Rayleigh-Jeans Radiation Law 
 

In the microwave region of the electromagnetic spectrum, when ɚ > 0.5 cm and T is at 
terrestrial temperatures, the exponent in the Planck function is small, and the approximation  
 



 

 

 33 

e
c2/ɚT

 = 1 + c2/ɚT 
 
yields the following asymptotic expansion: 
 

B(ɚ,T) = c1T/(c2ɚ
4
) 

 
Similarly, 

 

B(n,T) = c1n
2
T/c2 

 
when ɜ is sufficiently small.  These formulas represent the Rayleigh-Jeans law of radiation and 

the spectral region ɚ > 0.5 cm is called the Rayleigh-Jeans region in atmospheric physics.  
Note that in the Rayleigh-Jeans region the Planck function is linear to T.  For ɚT > 10 cm K, the 
Rayleigh-Jeans approximation is within 2%. 
 
2.5.3 Wien's Radiation Law 
 

In the near infrared and into the visible and ultraviolet regions where ɚ < 10
-3
 cm for 

terrestrial temperatures, the exponent in the Planck function is large and, hence 
 

e
c2 / ɚT

 >> 1.0 
 
Consequently, the constant 1.0 can be ignored in the denominator to yield another asymptotic 
expansion for the Planck function, namely, 
 

B(ɚ,T) = c1 ɚ
-5
 e

-c2/ɚT
 , 

 
or 

 

B(n,T) = c1 n
3
 e

-c2 n/T 
 

for sufficiently large n.  These are two forms of Wien's law of radiation.  The spectral region ɚ < 
10

-3
 cm is called the Wien region when dealing with atmospheric temperatures.  In the Wien 

region, the Planck function is highly nonlinear in temperature. .  For ɚT < 0.5 cm K, the Wein 
approximation is within 2%. 
 
2.5.4 Stefan-Boltzmann Law 
 

The black body irradiance is obtained by integrating the Planck function over all 
wavelengths and angles, 
 
 

                                              ¤                  ¤     c1 dɚ 

                                      E  =  ñ  Eɚ dɚ  =  p ñ   
                            

   . 
                                              o                  o         c2/ɚT 

                                                                                         ɚ
5 
[e       -1] 
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Let x = c2/ɚT then 
 

           pc1T
4
    ¤   x

3
 dx            p

5
c1T

4
 

  E  =  
                  

  ñ    
               

    =  
                  

  =  ůT
4
  . 

            c2
4
       o   (e

x
 - 1)          15c2

4
 

 
Note that  

  ¤   ¤ 

  ñ   B(ɚ,T) dɚ       =   ñ  B(n,T) dn , 
 o  o 

 
which implies for a given temperature 
 

                                                         B(ɚ,T) = n
2
 B(n,T)  . 

 
It is often useful to know the fraction of the total blackbody radiance coming from 

below a specific wavelength, expressed by 
 

 ɚ                           ɚ                  

 ñ  Eɚ dɚ / ůT
4
  =  p ñ  Bɚ dɚ / ůT

4
    . 

                                                 o          o   
 
Figure 2.6 shows the fraction of total blackbody radiance emitted below a specific wavelength 
as a function of ɚT.  Note that for ɚ = ɚmax the fraction is 0.23, so less than 25% of the radiance 
comes from wavelengths shorter than the peak wavelength.  Figure 2.6 illustrates that less than 
1% of the solar energy (represented by T=6000 K) comes from wavelengths longer than 4 
microns, and less than 1% of terrestrial energy (represented by T=300 K) comes from 
wavelengths shorter than 4 microns. 
 
2.5.5 Brightness Temperature 
 

Ultimately, one is interested in the temperature that corresponds to a particular Planck 
function value Bɚ.  This temperature is determined by inverting the Planck function, 
 

            c1                        c1n
3
 

  T  = c2  /  [ɚ ln( 
         

 + 1)]  = c2n  /  [ln( 
         

 + 1)] , 

      ɚ
5
Bɚ                         Bn 

 
and is called the brightness temperature because of its historical connection with radio 
astronomy.  However, the terms radiance temperature or equivalent black body temperature 
are also frequently used. 
 

In the Rayleigh-Jeans regions, one can write 
 

T = (c2/c1) ɚ
4
 Bɚ = (c2/c1) Bn  / n

2
, 

 
where c2/c1 = 1.208021 x 10

5
.  On the other hand in the Wien region 



 

 

 35 

 
 

         c1                 c1n
3
 

 T  = c2  /  [ ɚ ln (
         

) ]  =  c2n / [ln(
           

)] 

       ɚ
5
Bɚ                   Bn 

 
where B(n,T) has units of W/(m

2
 ster cm

-1
). 

 
As we have seen from Planckôs Law, as temperature increases the radiance also 

increases; the percentage increase varies as a function of wavelength and temperature.  The 
percentage change in radiance to a corresponding percentage change in temperature, called 
temperature sensitivity, Ŭ, of a given spectral band is defined as dB/B = Ŭ dT/T.  For infrared 
wavelengths, we find that Ŭ º c2n/T = c2/ɚT.  Thus the larger wavenumbers (shorter 
wavelengths) exhibit greater temperature sensitivity than the smaller wavenumbers (longer 
wavelengths).  Consider the two infrared windows for example; at 300 K, the temperature 
sensitivity for 900 cm-1 (longwave window at 11 µm) is 4.3 and for 2500 cm-1 (shortwave 
window at 4 µm) it is 12.  The temperature sensitivity indicates the power to which the Planck 
radiance depends on temperature, since B proportional to T

Ŭ
 satisfies the equation.  Thus the 

radiance in the shortwave window is varying roughly as temperature to the twelfth power and in 
the longwave window roughly as temperature to the fourth power.  Figure 2.7 demonstrates the 
temperature dependence of the Planck Function B(ɚ,T) for infrared spectral bands between 4 
and 15 microns for earth scene temperatures.  Table 2.3 indicates the temperature sensitivity 
of B(ɜ, T) for some of the other spectral regions. 
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  Table 2.1:  Regions and Units of the Electromagnetic Spectrum 
 
 

 
WAVELENGTH 

 
FREQUENCY 

 
WAVENUMBER 

 
cm 

 
 mm 

 
 Å 

 
 Hz 

 
 GHz 

 
 cm

-1
 

 
      10

-5
                  0.1 1,000 

Near Ultraviolet (UV) 

 
 3x10

15
 

 
 

 
 

 
     4x10

-5
             0.4             4,000 

Visible 

 
 7.5x10

14
 

 
 

 
 

 
   7.5x10

-5
            0.75 7,500 

Near Infrared (IR) 

 
 4x10

14
 

 
 

 
 13,333 

 
    2x10

-3
                  20 2x10

5
 

Far Infrared (IR) 

 
 1.5x10

13
 

 
 

 
 500 

 
     0.1                  10

3
 

Microwave (MW) 

 
   3x10

11
 

 
 300 

 
 10 

 
 
 
 
 Table 2.2:  Definitions of Radiation 
 
 

 
QUANTITY 

 
SYMBOL 

 
UNITS 

 
Energy 

 
 DQ 

 
Joules 

 
Flux 

 
 dQ/dT 

 
Joules/sec = Watts 

 
Irradiance 

 
 dQ/dT/dA 

 
Watts/meter

2
 

 
Monochromatic 
Irradiances 

 
 dQ/dT/dA/dɚ 
 
 or 
 
 dQ/dT/dA/dn 
 

 
W/m

2
/micron 

 
 
 
W/m

2
/cm

-1
 

 
Radiance 

 
 dQ/dT/dA/dɚ/dɋ 
 
 or 

 
 dQ/dT/dA/dn/dɋ 

 
W/m

2
/micron/ster 

 
 
 
W/m

2
/cm

-1
/ster 
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 Table 2.3: Temperature sensitivity of B(ɜ,T) for various spectral regions. 
 
 

 
Wavenumber 

 
Typical Scene 
Temperature 

 
Temperature 
Sensitivity 

 
700 

 
220 

 
4.58 

 
900 

 
300 

 
4.32 

 
1200 

 
300 

 
 5.76 

 
1600 

 
240 

 
 9.59 

 
2300 

 
220 

 
 15.04 

 
2500 

 
300 

 
 11.99 

 
 
 
 
 

 
 

Figure 2.1: The radiance geometry in spherical coordinates 
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Telescope Radiative Power Capture

proportional to throughput AW

Flux (mW) radiated from A2 to A1 is given by F A1W1

A1

A2

R

W1 = A2 / R2

{Note:  A1 A2 / R2 =  A1W1 =  A2W2 }

Radiance (mW/m2 sr cm-1 )

Measured from pixel is L(n)

Instrument Collection area

Radiating Earth pixel

 
 

Figure 2.2: Angle considerations for radiances 
 
 
 
 

 
 

Figure 2.3:  Emission Spectra for Black Bodies with the Indicated Temperatures 
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Planck Radiances
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Figure 2.4: Planck radiance curves at 300 K.  Wavenumber are given in units of 100 cm-1; the 
corresponding wavelengths in cm are determined from the reciprocal of the wavenumber.  
Purple boxes show B(ɚ,T) in units of mW/ster/m2/cm (per unit wavelength) and blue diamonds 

show B(n,T) in units of mW/ster/m2/cm
-1
 (per unit wavenumber).  B(ɚ,T) is shown multiplied by 

a factor of 10
-6
 (e.g. B(10 ɛm, 300 K) is 9.9x10

7
) while B(n,T) is shown multiplied by a factor of 

1 (e.g. B(1000 cm
-1
, 300 K) is 99.0).  Note that Wiens law for B(n,T) becomes v(max) = 1.95T 

(cm
-1
) while the more familiar form for B(ɚ,T) is ɚ(max) = .2897/T (cm). 

 

 
 

Figure 2.5: Normalized black body spectra representative of the sun (left) and earth (right), 
plotted on a logarithmic wavelength scale.  The ordinate is multiplied by wavelength so that the 
area under the curves is proportional to irradiance. 
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Figure 2.6:  Fraction of total blackbody radiance coming from below a given wavelength for a 
given temperature. 
 

2

1
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Figure 2.7: Temperature dependence of the Planck function B(ɚ,T) for earth scene 
temperatures 



 

 

 41 

CHAPTER 3 

 

 ABSORPTION, EMISSION, REFLECTION, AND SCATTERING 
 
 

3.1 Absorption and Emission 
 

As noted earlier, blackbody radiation represents the upper limit to the amount of 
radiation that a real substance may emit at a given temperature.  At any given wavelength ɚ, 
emissivity is defined as the ratio of the actual emitted radiance, Rɚ, to that from an ideal 
blackbody, Bɚ, 

 

 eɚ  =  Rɚ / Bɚ   . 
 
Emissivity is a measure of how strongly a body radiates at a given wavelength; it ranges 
between zero and one for all real substances.  A gray body is defined as a substance whose 
emissivity is independent of wavelength.  In the atmosphere, clouds and gases have 
emissivities that vary rapidly with wavelength.  The ocean surface has near unit emissivity in 
the visible regions. 
 

For a body in local thermodynamic equilibrium the amount of thermal energy emitted 
must be equal to the energy absorbed; otherwise the body would heat up or cool down in time, 
contrary to the assumption of equilibrium.  In an absorbing and emitting medium in which Iɚ is 
the incident spectral radiance, the emitted spectral radiance Rɚ is given by 
 

 Rɚ  =  eɚBɚ  =  aɚIɚ  , 
 
where aɚ represents the absorptance at a given wavelength.  If the source of radiation is in 
thermal equilibrium with the absorbing medium, then 
 
 Iɚ  =  Bɚ  , 

so that 

 eɚ  =  aɚ  . 
 

This is often referred to as Kirchhoff's Law.  In qualitative terms, it states that materials 
that are strong absorbers at a given wavelength are also strong emitters at that wavelength; 
similarly weak absorbers are weak emitters. 
 
 

3.2 Conservation of Energy 
 

Consider a layer of absorbing medium where only part of the total incident radiation Iɚ 
is absorbed, and the remainder is either transmitted through the layer or reflected from it (see 

Figure 3.1).  In other words, if aɚ, rɚ, and tɚ represent the fractional absorptance, reflectance, 
and transmittance, respectively, then the absorbed part of the radiation must be equal to the 
total radiation minus the losses due to reflections away from the layer and transmissions 
through it.  Hence 

 



 

 

 42 

aɚ Iɚ = Iɚ - rɚ Iɚ - tɚ Iɚ   , 
 
or 

aɚ + rɚ + tɚ  =  1  , 
 
which says that the processes of absorption, reflection, and transmission account for all the 
incident radiation in any particular situation.  This is simply conservation of energy.  For a 

blackbody aɚ = 1, so it follows that rɚ = 0 and tɚ = 0 for blackbody radiation.  In any window 

region tɚ = 1, and aɚ = 0 and rɚ = 0. 
 

Radiation incident upon any opaque surface, tɚ = 0, is either absorbed or reflected, so that 
 
 aɚ + rɚ  =  1  . 
 
At any wavelength, strong reflectors are weak absorbers (i.e., snow at visible wavelengths), 
and weak reflectors are strong absorbers (i.e., asphalt at visible wavelengths).  The 
reflectances for selected surfaces for the wavelengths of solar radiation are listed in Table 3.1. 
 
 From Kirchhoff's Law we can also write 
 

 eɚ + rɚ + tɚ  =  1  , 
 
which says emission, reflection, and transmission account for all the incident radiation for 
media in thermodynamical equilibrium. 
 
 

3.3 Planetary Albedo 
 

Planetary albedo is defined as the fraction of the total incident solar irradiance, S, that 
is reflected back into space.  Radiation balance then requires that the absorbed solar irradiance 
is given by 
 
 E  =  (1 - A) S/4. 
 
The factor of one-fourth arises because the cross sectional area of the earth disc to solar 

radiation, pr
2
, is one-fourth the earth radiating surface, 4pr

2
.  Recalling that S = 1380 Wm

-2
, if 

the earth albedo is 30 percent, then E = 241 Wm
-2
.  

 
 

3.4 Selective Absorption and Emission 
 

The atmosphere of the earth exhibits absorptance that varies drastically with 
wavelength.  Atmospheric absorptance is small in the visible part of the spectrum, while it is 
large in the infrared.  This has a profound effect on the equilibrium temperature at the surface 
of the earth.  The following problem illustrates this point. Assume the earth behaves like a 
blackbody and the atmosphere has an absorptance aS for incoming solar radiation and aL for 
outgoing longwave radiation.  E is the solar irradiance absorbed by the earth-atmosphere 
system, a known function of albedo.  What are the implied irradiance emitted from the earth's 
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surface Ys and the irradiance emitted by the atmosphere Ya (both upward and downward)?  
Radiative equilibrium requires at the surface 
 
 (1-aS) E - Ys + Ya = 0 , 

and at the top of the atmosphere 
 
 E - (1-aL) Ys - Ya = 0 . 
Solving for Ys yields 

                                        (2-aS) 
                               Ys  = 

                     
E , 

                                        (2-aL) 

and then 
                                (2-aL) - (1-aL)(2-aS) 

                              Ya  =    
                                                    

  E . 
                                          (2-aL) 

 
Since aL > aS, the irradiance and hence the radiative equilibrium temperature at the earth 
surface is increased by the presence of the atmosphere.  With aL = .8 and aS = .1 and E = 241 
Wm

-2
, Stefans Law yields a blackbody temperature at the surface of 286 K, in contrast to the 

255 K it would be if the atmospheric absorptance was independent of wavelength (aS = aL).  
The atmospheric gray body temperature in this example is 245 K. 
 

A gas in a planetary atmosphere that is a weak absorber in the visible and a strong 
absorber in the infrared contributes to raising the surface temperature of the planet.  The 
warming results from the fact that incoming irradiance can penetrate to the ground with 
relatively little absorption, while much of the outgoing longwave irradiance is "trapped" by the 
atmosphere and emitted back to the ground.  In order to satisfy radiation balance, the surface 
must compensate by emitting more radiation than it would in the absence of such an 
atmosphere.  To emit more, it must radiate at a higher temperature. 
 

Trapping of the longwave radiation also can explain the gradual decrease of effective 
blackbody temperature of atmospheric layers as altitude increases.  Expanding on the previous 
example, assume the atmosphere is represented by two layers and let us compute the vertical 
profile of radiative equilibrium temperature.  For simplicity in this two layer atmosphere, let aS = 
0 and aL = a = .5, u indicate upper layer, l indicate lower layer, and s denote the earth surface.  
Schematically we have: 

 

® E    ¬ (1-a)
2
Ys  ¬ (1-a)Yl    ¬ Yu      

                                           for the top of the atmosphere; 
 
 

® E    ¬ (1-a)Ys   ¬ Yl           ® Yu      
                                           for the middle of the atmosphere; 

 
 

® E    ¬ Ys           ® Yl           ®(1-a)Yu 
                                            for the earth surface. 
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Radiative equilibrium at each surface requires 
  

E  =  .25 Ys  + .5 Yl +    Yu , 
 

E  =    .5 Ys  +    Yl  -     Yu , 
  

E  =        Ys  -     Yl  - .5 Yu . 
 

Solving yields Ys = 1.6 E, Yl = .5 E and Yu = .33 E.  The radiative equilibrium temperatures 
(blackbody at the surface and gray body in the atmosphere) are readily computed. 
 
 Ts  =  [1.6E / ů]

1/4
        =  287 K , 

 
 Tl  =  [0.5E / 0.5ů]

1/4
    =  255 K , 

 
 Tu  =  [0.33E / 0.5ů]

1/4
  =  231 K . 

 
Thus, a crude temperature profile emerges for this simple two-layer model of the atmosphere. 
 
 

3.5 Absorption (Emission) Line Formation 
 

The Planck explanation of the continuous spectra of the blackbody was founded in the 
idea of quantization of available energy levels.  Planck successfully explained the nature of 
radiation from heated solid objects of which the cavity blackbody radiator formed the prototype.  
Such radiation generates continuous spectra and is contrary to line spectra.  However, when 
properly extended, the theory of quantization also led to the understanding of the line spectra of 
the atom.  Let us investigate the development of the Bohr atomic model briefly. 
 

In 1913, Bohr postulated that: (a) the angular momentum of the electrons in their 
circular orbits about the nucleus are quantized, 
 

mvr  =  nh/2p  , 
 
where m is the electron mass, v the velocity, r the radius, n the quantum number, and h 
Planck's constant; and (b) the atoms radiate (absorb) only when the electron makes a transition 
from one energy state to another state of lower (higher) energy, 
 

En1 - En2  =  hf . 
 
The mechanical stability of the electron in a circular orbit about a proton is given by the 
Coulomb force offset by the centrifugal force 
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where e is the electron charge.  The total energy of the electron n

th
 state is given by 
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Therefore, the frequency of the emission (absorption) lines in the hydrogen spectrum is given 
by 
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where K = 3.28 x 10

15
 Hz. 

 
Monochromatic emission is practically never observed.  Energy levels during energy 

transitions are normally changed slightly due to external influences on atoms and molecules, 
and due to the loss of energy in emission.  As a consequence, radiation emitted during 
repeated energy transitions is non-monochromatic and spectral lines are caused by: (1) the 
damping of vibrations of oscillators resulting from the loss of energy in emission (the 
broadening of lines in this case is considered to be normal); (2) the perturbations due to 
collisions between the absorbing molecules and between the absorbing and non-absorbing 
molecules; and (3) the Doppler effect resulting from the velocities of atoms and molecules.  
The broadening of lines due to the loss of energy in emission (natural broadening) is practically 
negligible as compared with that caused by collisions and the Doppler effect.  In the upper 
atmosphere, we find a combination of collision broadening and Doppler broadening, whereas in 
the lower atmosphere, below about 40 km, the collision broadening prevails because of 
increased pressure. 
 

In general, spectral lines are assumed to be symmetric about the central wavelength 
ɚo which corresponds to a maximum absorbing power.  In the case of a symmetric line, well 
separated from neighbouring lines of the absorption spectrum, the line shape may be fitted by 
the Lorentz form 
 

                                 ko Ŭ
2
 

                                     kɚ  =  
                                  

  , 
                            (ɚ - ɚo)

2
 + Ŭ

2
 

 
where kɚ is a measure of the absorbing power and Ŭ is the half width of the line.  The half width 
is the displacement from the line centre to the wavelength where kɚ = ko/2.  In such an 
individual spectral line, the absorbing power approaches zero asymptotically at increasing 
distance in the line wings from the center.  More generally, however, the absorbing power does 
not become zero between lines because of the overlap effects of many lines. 
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3.6 Vibrational and Rotational Spectra 
 

The Bohr theory of the hydrogen atom explained the quantized energy states available 
to an electron in orbit about a hydrogen nucleus.  Additional consideration of elliptical orbits, 
relativistic effects, and magnetic spin orbit interaction was needed to explain the observed 
emission spectra in more detail (including the fine structure).  Explanation of molecular 
emission lines requires still more work.  Gaseous emission spectra are found to have atomic 
spectral lines with many additional molecular emission lines superimposed.  As indicated 
earlier, three major types of molecular excitation are observed. 

(a) The electronic excitation when the orbital states of the electrons change in individual 
atoms; 

(b) The vibrational excitation when the individual atoms vibrate with respect to the 
combined molecular centre of mass; 

(c) The rotational excitation when the molecule rotates about the centre of mass. 

To illustrate the vibrational spectra, consider a typical potential energy curve for a 
diatomic molecule (shown in Figure 3.2).  Stable equilibrium occurs with the nuclei separated 
by a distance Ro.  If the nuclei are separated by a slightly greater or smaller distance R, the 
energy is raised and a spring-like restoring force results.  This restoring force can be 
represented by 

                                          d
2
E 

                               F = - ( 
_____  

)         (R - Ro)  , 
                                          dR

2
 

                               R=Ro 

which has a classical frequency of vibration 

                                     1          d
2
E  1/2 

                             fo =  
            

  (
            

)           , 

                                    2pɛ
1/2

    dR
2
  R=Ro  

 
with the reduced mass of the vibrating system 

                              M1 M2 
                                      ɛ  =  

                     
      . 

                                                        M1 +  M2 
 
The energy levels can be shown to have the form of the Planck postulate 
 

Em  =  (m + ½) hfo,  m = 0, 1, 2, ... 
 
where the additional ½ is a consequence of solving the Schroedinger wave equation for a 
harmonic oscillator.  The vibrational energy levels of a diatomic molecule are shown in Figure 
3.2, the upper energy levels are not equally spaced since the actual energy well is wider than 
the parabolic approximation and hence these energy levels are closer together than the lower 
levels.  
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The rotational spectra appear as fine structure of the combined electronic and 
vibrational lines.  The kinetic energy of rotation of the nuclei about their common centre of 
mass is readily solved with the Schroedinger equation and the following energy levels emerge: 
 

                                            h
2
 

                           EJ =  
                   

  J (J + 1),  J = 1, 2, 3, ... 

                                   8p
2
ɛ Ro

2
 

 
These rotational energies are very small, and therefore, lines of the pure rotation spectrum are 
in the far infrared or microwave regions of the spectrum. 
 

The total energy of a molecule is given by 
 
 E  =  Eelectronic + Evibration + Erotation . 
 
The typical separation between the lowest state and the first excited state is about 2 to 10 eV 
for electronic energies, about .2 to 2 eV for vibration energies and about 10

-5
 to 10

-3
 eV for 

rotation energies.  Note that 1 eV = 1.6 x 10
-19

J which corresponds to emission at a wavelength 
of 1.24 ɛm.  Figure 3.3 illustrates this schematically. 
 

Each transition involving a change in electron energy produces a whole series of 
emission or absorption lines, since many combinations of changes in vibration and rotation 
energy are possible.  If such a system of lines is observed under low resolution conditions, it 
appears to be a band with practically a continuous distribution of frequencies.  With higher 
resolution the individual lines can be resolved and the energy differences measured.  In this 
way, the energies of the vibrational states and of the rotational states can be measured.  It is 
apparent that in the higher vibrational states the average internuclear distance R is larger 
because of the asymmetry of the binding energy curve.  This fact produces a higher moment of 
inertia ɛR

2
 when the vibrational quantum number is large and a correspondingly smaller 

separation in the rotational energy levels.  Thus, precision measurement of the rotational levels 
as a function of vibrational quantum number permits the study of the asymmetry of the binding 
energy curve; it is this asymmetry that is responsible for the thermal expansion of molecules. 
 
 

3.7 Summary of the Interactions between Radiation and Matter 
 

One basic type of interaction between radiation and matter can be summarized by a 
photon transferring all of its energy to an atom or a molecule and thus being removed from the 
radiation field.  The energy of the photon raises an electron to a higher energy level or a 
molecule to higher rotational or vibrational states.  This increase in energy of the receiving 
atom or molecule can be released in several different ways. 
 

One mechanism is for the activated molecule to collide with another molecule, and to 
drop back into a lower energy state; the energy thus freed becomes kinetic energy of the 
molecules and corresponds to warming the gas.  This is absorption.  The photon is 
permanently lost or attenuated from the radiation field. 
 

A second mechanism for release of the energy increase is the spontaneous transition 
of the molecule (in about one nanosecond) into its original state by emitting a photon which is 
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identical to the absorbed one except for its direction of propagation.  This is scattering, where 
the photon remains part of the radiation field but the direct beam is attenuated. 
 

A third mechanism is the activated molecule releases its energy spontaneously but in 
two stages.  Two photons with different lower energies result; the sum of the energies of the 
two photons equals the energy of the absorbed photon.  The direct beam is attenuated; the 
original photon has been replaced by two photons at longer wavelengths and is no longer part 
of the radiation field.  This is Raman-scattering. 
 

Other mechanisms for energy release are fluorescence and phosphorescence.  These 
occur when the energy is not released spontaneously, but after relaxation times of 
nanoseconds to hours. 
 

Another basic type of interaction involves the conversion of molecular kinetic energy 
(thermal energy) into electromagnetic energy (photons).  This occurs when molecules are 
activated by collisions with each other and the activation energy is emitted as photons.  This is 
emission. 
 
 

3.8 Beer's Law and Schwarzchild's Equation 
 

In the absence of scattering, the absorption of parallel beam radiation as it passes 
downward through a horizontal layer of gas of infinitesimal thickness dz is proportional to the 
number of molecules per unit area that are absorbing radiation along the path.  This 
relationship can be expressed in the form 
 
 daɚ  =  - dIɚ / Iɚ  =  - kɚ ɟ sec ű dz  , 
 
where ɟ is the density of the gas and ű is the zenith angle.  Here absorbed monochromatic 
radiance is expressed as an incremental amount of depletion of the incident beam.  dIɚ and dz 
are both negative quantities, so daɚ is positive.  The product ɟ sec ű dz is the mass within the 
volume swept out by a unit cross-sectional area of the incident beam as it passes through the 
layer, as pictured in Figure 3.4.  The absorption coefficient kɚ is a measure of the fraction of the 
gas molecules per unit wavelength interval that are absorbing radiation at the wavelength in 
question.  kɚ is a function of composition, temperature, and pressure of the gas within the layer.  
It has units of square metres per kilogram, which makes the product kɚɟ dz dimensionless.  
Integrating from z up to the top of the atmosphere yields 
 

                           ¤ 

    ln Iɚ¤  -  ln Iɚ  =  sec ű   ñ    kɚ ɟ dz . 
                           z 

 
Taking the anti-log of both sides and assuming kɚ is independent of height, 
 

 Iɚ  =  Iɚ¤  exp (- kɚ u)  , 

where 
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                                  ¤ 

                         u  =  sec ű  ñ    ɟ dz . 
                                  z 

 
This relation, often referred to as Beer's Law, states that radiance decreases 

monotonically with increasing path length through the layer.  The quantity u is called the density 
weighted path length.  kɚu is a measure of the cumulative depletion that the beam of radiation 
has experienced as a result of its passage through the layer and is often called the optical 
depth ůɚ.  The transmittance of the layer of gas lying above the level z is given by 
 

   -kɚu 

 tɚ  =  Iɚ / I ɚ¤  =  e 
 
and it follows that, in the absence of scattering, the absorptance 
 

     -kɚu 

 aɚ  =  1 - tɚ  =  1 - e 
 
approaches unity exponentially with increasing optical depth.  At wavelengths close to the 
center of absorption lines, kɚ is large so that a very short (density weighted) path length is 
sufficient to absorb virtually all the incident radiation.  At wavelengths away from absorption 
lines, a path length many orders of magnitude longer may be required to produce any 
noticeable absorption. 
 

Indirect calculation of the spectrum of solar radiation incident on the top of the 
atmosphere, on the basis of ground-based measurements, provides an interesting example of 
the application of Beer's law.  Such calculations were made quite successfully many years 
before direct measurements of undepleted solar radiation were available from satellites.  
Writing Beer's Law in another form, we have 

  ¤ 

 ln Iɚ  =  ln Iɚ¤ - sec ű ñ   kɚ ɟ dz .  
          z 
 

Over the course of a single day, Iɚ is measured at frequent intervals at a ground 
station.  During this period, the numerical value of the integrand changes very little in 
comparison to the large changes in solar zenith angle.  Thus, to a good approximation, the 
above expression assumes the form 

 ln Iɚ  =  A ï B x  , 
 
where x = sec ű and A and B are constants; that is to say, when the individual data points for Iɚ 
are plotted on a logarithmic scale as function of sec ű, they tend to fall along a straight line.  
Since the path length is directly proportional to x, it is possible to deduce the radiance upon the 
top of the atmosphere simply by extending the straight line that makes the best fit to the data 
points back to x = 0 (that is, zero path length through the atmosphere). 
 

At the wavelengths of solar radiation, atmospheric emission is negligible, and only 
absorption needs to be considered.  However, at the wavelengths of terrestrial radiation, 
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absorption and emission are equally important and must be considered simultaneously.  The 
absorption of terrestrial radiation along an upward path through the atmosphere is described 
with the sign reversed by the relation 

 -dLɚ
abs

  =  Lɚ kɚ ɟ sec ű dz . 
 

The emission of radiation from a gas can be treated in much the same manner as the 
absorption.  Making use of Kirchhoff's law it is possible to write an analogous expression for the 
emission, 

 dLɚ
em

  =  Bɚ deɚ  =  Bɚ daɚ  =  Bɚ kɚ ɟ sec ű dz  , 
 
where Bɚ is the blackbody monochromatic radiance specified by Planck's law.  Now we subtract 
the absorption from the emission to obtain the net contribution of the layer to the 
monochromatic radiance of the radiation passing upward through it: 
 
 dLɚ =  - (Lɚ - Bɚ) kɚ ɟ sec ű dz  . 
 
This expression, known as Schwarzchild's equation, is the basis for computations of the 
transfer of infrared radiation.  For an isothermal gas, with constant kɚ, this may be integrated to 
obtain 
 
 (Lɚ - Bɚ)  =  (Lɚo - Bɚ) exp (- kɚu)  , 
 
where Lɚo is the radiance incident on the layer from below.  This expression shows that Lɚ 
should exponentially approach Bɚ as the optical thickness of the layer increases.  For a layer of 
infinite optical thickness the emission from the top is Bɚ regardless of the value of Lɚo; that is to 
say, such a layer behaves as a blackbody. 

 
It is often useful to transform the height variable z to pressure p through the 

hydrostatic equation and the definition of mixing ratio q = ɟ/ɟa where ɟ and ɟa are the density of 
gas and air respectively, 

     g ɟ dz  =  - q dp . 

 
Thus, the optical depth becomes 

       p 

    u(p) = sec ű  ñ  q g
-1
 dp  , 

 o 
 
and the monochromatic transmittance (the probability that a photon of wavelength l leaving 
pressure level p will reach the top of the atmosphere) is given by 
 

                           p         

 tɚ(p) = exp [   - sec ű  ñ   kɚ g
-1
 q dp  ]    . 

          o                
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3.9 Atmospheric Scattering 
 

Scattering is a physical process by which a particle in the path of an electromagnetic 
wave continuously abstracts energy from the incident wave and re-radiates that energy in all 
directions.  Therefore, the particle may be thought of as a point source of the scattered energy.  
In the atmosphere, the particles responsible for scattering cover the sizes from gas molecules 
(~10

-8
 cm) to large raindrops and hail particles (~1 cm).  The relative intensity of the scattering 

pattern depends strongly on the ratio of particle size to wavelength of the incident wave.  If 
scattering is isotropic, the scattering pattern is symmetric about the direction of the incident 
wave.  A small anisotropic particle tends to scatter light equally into the forward and backward 
directions.  When the particle becomes larger, the scattered energy is increasingly 
concentrated in the forward directions.  Distribution of the scattered energy involving spherical 
and certain symmetrical particles may be quantitatively determined by means of the 
electromagnetic wave theory.  When particles are much smaller than the incident wavelength, 
the scattering is called Rayleigh scattering.  For particles whose sizes are comparable to or 
larger than the wavelength, the scattering is customarily referred to as Mie scattering. 
 

Rayleigh scattering indicates that the intensity scattered by air molecules in a specific 
direction is inversely proportional to the fourth power of the wavelength.  A large portion of solar 
energy, lying between the blue to red portion of the visible spectrum, is Rayleigh scattered by 

the atmosphere.  Blue light (l º 0.425 ɛm) has a shorter wavelength than red light (l º 0.650 
ɛm).  Consequently, blue light scatters about 5.5 times more than red light.  It is apparent that 

the l
-4
 law causes more of the blue light to be scattered than the red, the green, and the yellow, 

and so the sky, when viewed away from the sun's disk, appears blue.  Moreover, since the 
molecular density decreases drastically with height, it is anticipated that the sky should 
gradually darken to become completely black in outer space in directions away from the sun.  
And the sun itself should appear whiter and brighter with increasing height.  As the sun 
approaches the horizon (at sunset or sunrise), sunlight travels through more air molecules, and 
therefore more and more blue light and light with shorter wavelengths are scattered out of the 
beam of light, and the luminous sun shows a deeper red colour than at the zenith. 
 

Larger particles in the atmosphere such as aerosols, cloud droplets, and ice crystals 
also scatter sunlight and produce many fascinating optical phenomena.  However, their single 
scattering properties depend less on wavelength and more upon the particle size.  As a result 
of this, clouds in the atmosphere generally appear white instead of blue.  In a cloudy 
atmosphere, the sky appears blue diluted with white scattered light, resulting in a less pure blue 
sky than would have been expected just from Rayleigh scattering.  Scattering by a spherical 
particle of arbitrary size has been treated exactly by Mie in 1908 by means of solving the 
electromagnetic wave equation derived from the fundamental Maxwell equations. 
 

It is possible to formulate an expression analogous to absorption for dsɚ, the fraction of 
parallel beam radiation that is scattered when passing downward through a layer of infinitesimal 
thickness, namely 
 
 dsɚ  =  dIɚ / Iɚ  =  K A sec ű dz  , 
 
where K is a dimensionless coefficient and A is the cross-sectional area that the particles in a 
unit volume present to the beam of incident radiation.  If all the particles that the beam 
encounters in its passage through the differential layer were projected onto a plane 
perpendicular to the incident beam, the product A sec ű dz would represent the fractional area 
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occupied by the particles.  Thus, K plays the role of a scattering area coefficient which 
measures the ratio of the effective scattering cross section of the particles to their geometric 
cross section.  In the idealized case of scattering by spherical particles of uniform radius r, the 
scattering area coefficient K can be prescribed on the basis of theory.  It is convenient to 
express K as a function of a dimensionless size parameter Ŭ = 2ŕ/ɚ, which is a measure of the 

size of the particles in comparison to the wavelength of the incident radiation.  Figure 3.5a 
shows a plot of Ŭ as a function of r and ɚ.  The scattering area coefficient K depends not only 
upon the size parameter, but also upon the index of refraction of the particles responsible for 
the scattering.  Figure 3.5b shows K as a function of Ŭ for two widely differing refractive indices.  
When Ŭ << 1 we have Rayleigh scattering (K~Ŭ

4
), and between 0.1 and 50 we are in the Mie 

regime.  For Ŭ>50 the angular distribution of scattered radiation can be described by the 
principles of geometric optics.  The scattering of visible radiation by cloud droplets, raindrops, 
and ice particles falls within this regime and produces a number of distinctive optical 
phenomena such as rainbows and halos. 
 

It should be noted that for terrestrial radiation, scattering in the atmosphere is of 
secondary importance compared to absorption and emission. 
 
 

3.10 The Solar Spectrum 
 

The solar spectrum refers to the distribution of electromagnetic radiation emitted by 
the sun as a function of the wavelength incident on the top of the atmosphere.  The solar 
constant S is a quantity denoting the amount of total solar irradiance reaching the top of the 
atmosphere.  We recall that it is defined as the flux of solar energy (energy per time) across a 
surface of unit area normal to the solar beam at the mean distance between the sun and earth.  
The solar spectrum and solar constant have been extensively investigated for some time.  
Abbot undertook a long series of ground-based measurements, resulting in a value of about 
1350 Wm

-2
 for the solar constant.  Subsequent to Abbot's work and prior to more recent 

measurements carried out from high-altitude platforms, solar constant values of 1396 and 1380 
Wm

-2
, proposed by Johnson and Nicolet respectively, were widely accepted.  Since July 1985, 

the Earth Radiation Budget Experiment (ERBE) has been monitoring the sun's radiation .  The 
solar constant measurements from Nimbus 7 indicate a value of 1372 Wm

-2
 with generally less 

than a 0.1% variation.  There are some significant short term fluctuations due to decreases 
associated with the development of sunspots. 
 

The standard solar spectrum in terms of the spectral irradiance is shown in the top 
solid curve of Figure 3.6.  Also shown in this diagram is the spectral solar irradiance reaching 
sea level in a clear atmosphere.  The shaded areas represent the amount of absorption by 
various gases in the atmosphere, primarily H2O, CO2, O3, and O2.  Absorption and scattering of 
solar radiation in clear atmospheres will be discussed later.  If one matches the solar spectral 
irradiance curve with theoretical blackbody values, we find that a temperature around 6000 K 
fits the observed curve closely in the visible and infrared wavelengths.  Most of the 
electromagnetic energy reaching the earth originates from the sun's surface, called the 
photosphere.  Of the electromagnetic energy emitted from the sun, approximately 50% lies in 
wavelengths longer than the visible region, about 40% in the visible region (0.4-0.7 ɛm), and 
about 10% in wavelengths shorter than the visible region. 
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3.11 Composition of the Earth's Atmosphere 
 

To describe the interaction of the earth's atmosphere with solar radiation, the 
atmosphere's composition must be understood.  The atmosphere is composed of a group of 
nearly permanent gases and a group of gases with variable concentration.  In addition, the 
atmosphere also contains various solid and liquid particles such as aerosols, water drops, and 
ice crystals, which are highly variable in space and time. 
 

Table 3.2 lists the chemical formula and volume ratio for the concentrations of the 
permanent and variable gases in the earth's atmosphere.  It is apparent from this table that 
nitrogen, oxygen, and argon account for more than 99.99% of the permanent gases.  These 
gases have virtually constant volume ratios up to an altitude of about 60 km in the atmosphere.  
It should be noted that although carbon dioxide is listed here as a permanent constituent, it's 
concentration varies as a result of the combustion of fossil fuels, absorption and release by the 
ocean, and photosynthesis.  Water vapour concentration varies greatly both in space and time 
depending upon the atmospheric condition.  Its variation is extremely important in the radiative 
absorption and emission processes.  Ozone concentration also changes with respect to time 
and space, and it occurs principally at altitudes from about 15 to about 30 km, where it is both 
produced and destroyed by photochemical reactions.  Most of the ultraviolet radiation is 
absorbed by ozone, preventing this harmful radiation from reaching the earth's surface. 
 
 

3.12 Atmospheric Absorption and Emission of Solar Radiation 
 
 The absorption and emission of solar radiation in the atmosphere is accomplished by 
molecular storing of the electromagnetic radiation energy.  Molecules can store energy in 
various ways.  Any moving particle has kinetic energy as a result of its motion in space.  This is 
known as translational energy.  The averaged translational kinetic energy of a single molecule 
in the x, y and z directions is found to be equal to kT/2, where k is the Boltzmann constant and 
T is the absolute temperature.  A molecule which is composed of atoms can rotate, or revolve, 
about an axis through its centre of gravity and, therefore, has rotational energy.  The atoms of 
the molecule are bounded by certain forces in which the individual atoms can vibrate about 
their equilibrium positions relative to one another.  The molecule, therefore, will have vibrational 
energy.  These three molecular energy types (translational, rotational, and vibrational) are 
based on a rather mechanical model of the molecule that ignores the detailed structure of the 
molecule in terms of nuclei and electrons.  It is possible, however, for the energy of a molecule 
to change due to a change in the energy state of the electrons of which it is composed.  Thus, 
the molecule also has electronic energy.  The energy levels are quantized and take discrete 
values only.  As we have pointed out, absorption and emission of radiation takes place when 
the atoms or molecules undergo transitions from one energy state to another.  In general, 
these transitions are governed by selection rules.  Atoms exhibit line spectra associated with 
electronic energy levels.  Molecules, however, also have rotational and vibrational energy levels 
that lead to complex band systems. 
 

Solar radiation is mainly absorbed in the atmosphere by O2, O3, N2, CO2, H2O, O, and 
N, although NO, N2O, CO, and CH4, which occur in very small quantities, also exhibit 
absorption spectra.  Absorption spectra due to electronic transitions of molecular and atomic 
oxygen and nitrogen, and ozone occur chiefly in the ultraviolet (UV) region, while those due to 
the vibrational and rotational transitions of triatomic molecules such as H2O, O3, and CO2 lie in 
the infrared region.  There is very little absorption in the visible region of the solar spectrum. 
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3.13 Atmospheric Absorption and Emission of Thermal Radiation 
 

The earth also emits electromagnetic radiation covering all frequencies.  However, the 
global mean temperature of the earth-atmosphere system is only about 250 K, a temperature 
that is obviously much lower than that of the sun's photosphere.  As a consequence of Planck's 
law and Wien's displacement law discussed earlier, the radiance (intensity) peak of the Planck 
function is smaller for the earth's radiation field and the wavelength for the radiance (intensity) 
peak of the earth's radiation field is longer.  The energy emitted from the earth-atmosphere 
system is called thermal infrared (or terrestrial) radiation.  Figure 1.1 showed the earth radiance 
to space measured by the Infrared Interferometer Spectrometer Instrument (IRIS) on board 
Nimbus IV as well as the spectral distribution of radiance emitted by a blackbody source at 
various temperatures in the terrestrial range (in terms of wavenumber).  In some spectral 
regions the envelope of the emission spectrum is very close to the spectrum emitted from a 
blackbody with a temperature of about 300 K, which is about the temperature of the surface.  In 
these spectral regions, the atmosphere is transparent to that radiation.  In other spectral 
regions the emission spectrum is close to the spectrum emitted from a blackbody with a 
temperature of about 220 K, which is about the temperature at the tropopause.  This occurs in 
spectral regions where the atmosphere is opaque or absorbing to that radiation and the 
atmosphere is said to be trapping the radiation.  

 
Figure 3.7 shows more recent measurements from an airborne interferometer; clearly, 

in certain portions of the infrared spectrum, radiation is trapped by various gases in the 
atmosphere.  Among these gases, carbon dioxide (CO2), water vapour (H2O), and ozone (O3) 
are the most important absorbers.  Some minor constituents (which are not shown in Figure 
3.7), such as carbon monoxide (CO), nitrous oxide (N2O), methane (CH4), and nitric oxide (NO) 
are relatively insignificant absorbers insofar as the heat budget of the earth-atmosphere is 
concerned.  CO2 absorbs infrared radiation significantly in the 15 ɛm band (in the wavenumber 
domain from about 600 to 800 cm

-1
, which also corresponds to the maximum intensity of the 

Planck function).  H2O absorbs thermal infrared in the 6.3 ɛm band (from about 1200 to 2000 
cm

-1
) and in the rotational band beyond 20 ɛm (< 500 cm

-1
).  Except for O3, which has an 

absorption band in the 9.6 ɛm region (about 1040 cm
-1
),  the atmosphere is relatively 

transparent from 8 to 12 ɛm (800 to 1200 cm
-1
).  This region is referred to as the atmospheric 

window.  CO2 also has an absorption band in the shorter wavelength of the 4.3 ɛm region 
(2325 cm

-1
). The global distribution of CO2 is fairly uniform, although there has been 

observational evidence indicating a continuous global increase over the past century owing to 
increased combustion of fossil fuels.  This leads to the question of the earth's climate and 
possible climatic changes due to the increasing CO2 concentration.  Unlike CO2, however, H2O 
and O3 are highly variable both with respect to time and the geographical location.  These 
variations are vital to the radiation budget of the earth-atmosphere system and to long-term 
climatic changes. 
 

Figure 3.8 shows the radiance from 0.1 ɛm to 10 cm emitted by the earth-atmosphere 
system transmitted to space.  In a clear atmosphere without clouds and aerosols, a large 
portion (about 50%) of solar energy transmits through the atmosphere and is absorbed by the 
earth's surface.  Energy emitted from the earth, on the contrary, is absorbed largely by carbon 
dioxide, water vapour, and ozone in the atmosphere as evident in Figure 3.7.  Trapping of 
thermal infrared radiation by atmospheric gases is typical of the atmosphere and is, therefore, 
called the atmospheric effect. 
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Solar radiation is referred to as shortwave radiation because solar energy is 
concentrated in shorter wavelengths with its peak at about 0.5 ɛm.  Thermal infrared radiation 
from the earth's atmosphere is referred to as longwave radiation because its maximum energy 
is in the longer wavelength at about 10 ɛm.  The solar and infrared spectra are separated into 
two spectral ranges above and below about 4 ɛm, and the overlap between them is relatively 
insignificant.  This distinction makes it possible to treat the two types of radiative transfer and 
source functions separately and thereby simplify the complexity of the transfer problem.  
 
 

3.14 Atmospheric Absorption Bands in the Infrared Spectrum 
 

Inspection of high resolution spectroscopic data reveals that there are thousands of 
absorption lines within each absorption band.  The fine structure of molecular absorption bands 
for the 320-380 cm

-1
 is due to water vapour, and for the 680-740 cm

-1
 region it is due to carbon 

dioxide. The optically active gases of the atmosphere, carbon dioxide, water vapour, and ozone 
are all triatomic molecules.  Figure 3.9 shows the absorption spectra for H2O and CO2.  
Spectroscopic evidence indicates that the three atoms of CO2 form a symmetrical straight line 
array having the carbon atom in the middle flanked by oxygen atoms in either side.  Because of 
linear symmetry it cannot have a static electric dipole moment.  Figure 3.10a shows the three 
normal modes of vibration of such a configuration.  The symmetrical motion v1 should not give 
rise to an electric dipole moment and, therefore, should not be optically active.  The v1 vibration 
mode has been identified in the Raman spectrum near 7.5 ɛm.  In the v2 vibration mode, the 
dipole moment is perpendicular to the axis of the molecule.  The 15 ɛm band represents this 
particular vibration.  The band is referred to as a fundamental because it is caused by a 
transition from the ground state to the first excited vibrational state.  Another fundamental 
corresponding to the v3 vibration mode is the 4.3 ɛm band, which appears at the short-wave 
edge of the blackbody curve of atmospheric temperatures. 
 

The water molecule forms an isosceles triangle which is obtuse.  Figure 3.10b shows 
the three normal modes of vibration for such a structure.  The 6.3 ɛm band has been identified 
as the v2 fundamental.  The two fundamentals, v1 and v3, are found close together in a band 
near 2.7 ɛm, i.e., on the shortwave side of the infrared spectral region. 
 

The band covering the region from 800 to 400 cm
-1
 shown in Figure 3.7 represents the 

purely rotational spectrum of water vapour.  The water molecule forms an asymmetrical top 
with respect to rotation, and the line structure of the spectrum does not have the simplicity of a 
symmetrical rotator such as found in the CO2 molecule.  Close inspection shows that the 
absorption lines have no clear-cut regularity.  The fine structure of the 6.3 ɛm band is 
essentially similar to that of the pure rotational band. 
 

In the region between about 8 and 12 ɛm, the so-called atmospheric window, 
absorption is continuous and is primarily due to water vapour.  Absorption by carbon dioxide is 
typically a small part of the total in this region.  The overlap of water vapour with ozone in this 
region is insignificant in the computations of cooling rates since water vapour is important 
mainly in the lower atmosphere, while cooling due to ozone takes place primarily in the 
stratosphere and higher. 
 

The ozone molecule is of the triatomic nonlinear type (Figure 3.10b) with a relatively 
strong rotation spectrum.  The three fundamental vibrational bands v1, v2, and v3 occur at 
wavelengths of 9.066, 14.27, and 9.597 ɛm, respectively.  The very strong v3 and moderately 
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strong v1 fundamentals combine to make the well-known 9.6 ɛm band of ozone.  The v2 
fundamental is well-masked by the 15 ɛm band of CO2.  The strong band of about 4.7 ɛm 
produced by the overtone and combination frequencies of 03 vibrations is in a weak portion of 
the Planck energy distribution for the atmosphere. Note that the absorption bands of O3 in the 
UV part of the solar spectrum are due to electronic transitions in the ozone molecule. 
 
 

3.15 Atmospheric Absorption Bands in the Microwave Spectrum 
 

While most of the focus of this chapter has been the visible and infrared spectral 
regions, a brief summary of the absorption lines in the microwave spectral region follows.  
Molecular oxygen and water vapour are the major absorbing constituents here.  Figure 3.11 
shows the transmittance for frequencies below 300 GHz.  Below 40 GHz only the weakly 
absorbing pressure broadened 22.235 GHz water vapour line is evident; this line is caused by 
transitions between the rotational states.  At about 60 and 118.75 GHz, there are strong 
oxygen absorption lines due to magnetic dipole transitions.  For frequencies greater than 120 
GHz, water vapour absorption again becomes dominant due to the strongly absorbing line at 
183 GHz.   
 

A special problem in the use of microwave from a satellite platform is the emissivity of 
the earth surface.  In the microwave region of the spectrum, emissivity values of the earth 
surface range from .4 to 1.0.  This complicates interpretation of terrestrial and atmospheric 
radiation with earth surface reflections.  More will be said about this later. 
 
 

3.16 Remote Sensing Regions 
 

Several spectral regions are considered useful for remote sensing from satellites.  
Figure 3.12 summarizes this. Windows through the atmosphere (regions of minimal 
atmospheric absorption) exist near 4 ɛm, 10 ɛm, 0.3 cm, and 1 cm.  Infrared windows are used 
for sensing the temperature of the earth surface and clouds, while microwave windows help to 
investigate the surface emissivity and the liquid water content of clouds.  The CO2 absorption 
bands at 4.3 and 15 ɛm and the O2 bands at 0.25 and 0.5 cm are used for temperature profile 
retrieval; because these gases are uniformly mixed in the atmosphere in known portions they 
lend themselves to this application.  The water vapour absorption bands near 6.3 ɛm, beyond 
18 ɛm, near 0.2 cm, and near 1.3 cm are sensitive to the water vapour concentration in the 
atmosphere. 

 
In summary, incoming solar radiation (mostly visible) drives the earth-atmosphere 

(which emits infrared).  The atmosphere transmits, absorbs (by H2O, O2, O3, dust), reflects (by 
clouds), and scatters (by aerosols) incoming visible; the earth surface absorbs and reflects the 
transmitted visible.   Atmospheric H2O, CO2, and O3 selectively transmit or absorb the outgoing 
infrared radiation. The outgoing microwave is primarily affected by H2O and O2. The 
atmosphere has window regions where radiation is mostly transmitted (but some absorption 
occurs in all parts of the spectrum).  The earth surface emits with efficiency less than blackbody 
at all wavelengths (but in the infrared window regions the emissivity is close to one for some 
surfaces).  Figure 13.3 summarizes the infrared atmospheric absorptance and selected earth 
surface emissivities. 
 

 



 

 

 57 

 

Table 3.1:  Reflectance (in percent) of various surfaces in the spectral range of solar radiation 
 (using the US Standard Atmosphere of 1976) 
 

 
Bare soil 

 
10 - 25 

 
Sand, desert  

 
25 - 40 

 
Grass  

 
15 - 25 

 
Forest 

 
10 - 20 

 
Snow (clean, dry) 

 
75 - 95 

 
Snow (wet, dirty)                  

 
25 - 75 

 
Sea surface (sun angle > 25) 

 
       < 10 

 
Sea surface (low sun angle)  

 
     10 - 70 
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Table 3.2: Composition of the Atmosphere (from the US Standard Atmosphere of 1976) 
 

          Permanent Constituents  Variable Constituents 

 

                                                  % by Volume                                          % by Volume   

          _________________________________________________________________________  
 
          Nitrogen (N2)                         78.084  Water vapour (H2O)              0-0.04 
 
          Oxygen (O2)                          20.948  Ozone (O3)   0-12x10

-4
 

 
          Argon (Ar)                              0.934  Sulfur dioxide (SO2)

1
            0.001x10

-4
 

 
          Carbon dioxide (CO2)            0.033  Nitrogen dioxide (NO2)

1
       0.001x10

-4
 

 
          Neon (Ne)                             18.18x10

-4
  Ammonia (NH3)

1
  0.004x10

-4
 

 
          Helium (He)                            5.24x10

-4  
Nitric oxide (NO)

1  
0.0005x10

-4
 

 
          Krypton (Kr)                            1.14x10

-4
  Hydrogen sulfide (H2S) 10.00005x10

-4 

 

         Xenon (Xe)                     0.089x10
-4  

Nitric acid (HNO3)   Trace 
 
         Hydrogen (H2)                    0.5x10

-4 

 

         Methane (CH4)                   1.5x10
-4 

 

         Nitrous oxide (N2O)
1
         0.27x10

-4 

 

         Carbon monoxide (CO)
1
   0.19x10

-4
 

          _________________________________________________________________________ 

 
       1

Concentration near the earth's surface. 
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Figure 3.1: Schematic for reflectance, absorptance, and transmittance in a layer of gases. 
 

 
 

Figure 3.2: Vibrational energy levels of a diatomic molecule. 
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Figure 3.3: Energy levels of a diatomic molecule.  Every level of electronic + vibrational energy 
has rotational fine structure, but this structure is illustrated only for the n = 2 states. 
 

 
 

Figure 3.4: Depletion of an incident beam of unit cross-section while passing through an 
absorbing layer of infinitesimal thickness. 
 


