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VarBC at the Met Office

MEAN PERCENTAGE CHANGE IN RMSE = -2.596

Met Office From James Cameron
Operational: VARBC STABILITY (7.5 MONTH)

e in Global model. March 2016 VERIFICATION VS ANALYSIS

« in UKV, July 2017. " OVERALL CHANGE IN NWP INDEX = 2.015

Bias predictors:

* as old scheme (2 thicknesses)
+

* orbital bias predictors for SSMIS
Bias halving time: 2 days

10} N

l:l - - -
IIII'IIIIIll pe= Illl
=t

MEAN PERCENTAGE CHANGE IN RMSE

-1l:l_— E o o @ o T ,R; =+
ERRIAEE SRR ERE R IR EERE
2232288388538 R2222288858 1
_2D:nnmnnrzzgggagunnmnzzzaz
|mpact VERY LARGE!: NHEM TROP SHEM

e« T+24 H500 RMSE vs analysis: -7.1% in NH and -5.9% in SH
* Improved (O-B) fits, e.g. 2-6% improved fit to ATMS



The bias correction problem in DA

Met Office
« Standard DA theory assumes observations are unbiased
... or that they are bias-corrected ahead of the DA

Bias correction is necessary for assimilation of radiances
... for biases in the observations and/or their operators

Two types of observation in DA:
* “Anchor” observations, assumed unbiased
* may have been pre-corrected (e.g. sondes)
* may still contain biases
* Observations to be bias-corrected within the DA system

HOWEVER ...
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What is the purpose of observation
Metofice  D1AS correction in DA?

e TOT ' een observati ields
(back S

« To improve NWP analyses and forecasts
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Types of bias correction scheme
Metofice  USEd Within DA systems

Bias correction schemes can:

e attempt to remove biases:
» relative to background, or
» relative to analysis

* be “static” (one-off), or

 iterated to convergence
(e.g. variational bias correction, VarBC)
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Bias correction literature

Met Office

o “Static” bias correction (against background)
« Eyre, ECMWF TM 176, 1992
« Harris and Kelly, QJRMS, 2001

» VarBC (correction against analysis)
 Derber and Wu, MWR, 1998
 Dee, ECMWF Workshop, 2004; Dee, QIRMS, 2005

o “Off-line scheme” (like VarBC, but correcting v. background)
« Auligneé et al., QIRMS, 2007

 General papers on biases in DA and forecast model bias
« Dee and da Silva, QIRMS, 1998; Dee, QJRMS, 2005
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This study

Met Office

« An attempt to understand scientific differences between
Met Office old “static” scheme and new VarBC scheme

» Uses a very simple system (one variable)
» EXxplores the role of anchor observations

 Explores the role of model bias

For detalils see:

Eyre J.R., 2016. Observation bias correction schemes in data
assimilation systems. Q.J.R.Meteorol.Soc., 142, 2284-2291.
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This study — key result
Met Office

» Bias correction of observations is not “passive”. ...

* ... Inthe presence of model bias,
bias-correcting a greater proportion of observations
pulls the analysis away from the anchor observations

and towards the model bias

- Consequences for how we should do bias correction in future
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Very simple assimilation system:
MetOffice the analysis step

* One scalar analysis variable
« Scalar observations in same space as analysis

Analysis, at nt" step:

Xa,n — WbXb,n + lel,n + W2y2,n

Xan = analysis, x,, = background
Y1, = anchor observations, y, , = observations to be bias-corrected
w; = analysis weights — general, not necessarily optimal, but ...

W, + W, +w, =1
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Very simple assimilation system:
Mmetofice the error model

Biases and random errors;

X0 =Xn +bj +&,

YN

¥
trith bias random error

Yin = Yin +bj +&,

= b, =w,b, +wb, +w,b,
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Met Office

Forecast model bias:

- a relaxation towards state X

Very simple assimilation system:

Xb,n+1 - Xf,n = Xa,n + 5Xm,n

5xm,n = 5xt,n + &)m,n + gm,&

the forecast step and its bias

forecast model

forecast increment

. S
true increment bias random error

5bm,n — a(xm,

n_ Xa,n

m,n’

- where the relaxation rate is O .

9

which has bias D,

bb,n+1 = (1' a)ba,n to bm

bias propagation in time
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Theoretical properties (1)
Met Office
In asymptotic limit, and assuming anchor obs unbiased,

with a static bias correction scheme (correcting against background):

bb _ /4 ba _ 7/(1_W1)
b, 7+w o W
bb background bias
ba analysis bias relative to anchor obs
bm model bias
W, weight of anchor observations

Y a model relaxation rate, y = a/(1- a)
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Theoretical properties (2)
Met Office

In asymptotic limit, and assuming anchor obs unbiased,

with VarBC (correcting against analysis):

b, _ y(d=w,) b, _ yd-—w, -w,)
b, rd-w,)+w, b, yA-w,)+w,
W, weight of bias-corrected observations

*k*k

So we now have 4 equations for bias as a fraction of model bias:
- for background bias, and for analysis bias

- correcting against background, and correcting against analysis
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This study — parameters used
Met Office

Baseline values — to mimic Met Office global NWP system

« Total observation weight, Tr(W)/p=1-{E(J,)/E(J)}"
where W is matrix of obs weights, dimension p,
Tr(...) = trace, E(...) = expected value,
Ji: = VAR initial observation cost,
Js = VAR final observation cost.
For Met Office global 4D-Var, Ji/J,; = 0.6-0.7,
andso Tr(W)/p=0.2

« FSOlresults > w, =w, 2|w, =w,=0.2

* Model relaxation time =3 days -2 |y = 0.1|(per DA cycle)
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Asymptotic behaviour:

Metofce 1O weight to anchor observations

Bias correction v background
w1=0.0, w2=0.4

0.0
anchor obs

-0.1
-0.2
-0.3
—@—model

04 == anchor ohs
0.5 % biased ob

. —&— hiased obs
0 6.'6 8 baCkgr.ound / =—8—hackground
s » analysis _

o == 2analysis

-0.7 :
-0.8
-0.9

model bias
-1.0 o-0-0-0-0-0-00000-00000000 00000000 000000000000
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Asymptotic behaviour:

metomee 0ASElNINE Weights

Bias correction v background
wl1l=0.2, w2=0.2

0.0
anchor obs

-0.1
-0.2 1
analysis

-0.3

—@—model
0.4 o background —@—anchor obs
-0.5 (O —o—biased obs
. 6_Q =g=Dhackground

== analysis
-0.7
-0.8
-0.9

model bias
-1.0  -0-0-0-0-0-0-000-0-0-0-000-0-0- 000000000 00 00 0 0 0000 0000
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Asymptotic behaviour:

Met Office

ias

model bias

-1.0  0-0-0-0-0-0-0-0-00-0-0-0-0-0-0-0-0-0-0-0-0- 000000 000000000000
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Bias correction v background
wl1l=0.1, w2=0.3

anchor obs

analysis

background

DA cycle -

reduced weight to anchor observations

=—@—model
—&— anchor obs
=0 biased obs
——hackground

—@—analysis



Met Office

At convergence:
varying relative weight of anchor obs
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At convergence:

Metomee  VATYING total weight of observations
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Met

Office

At convergence:
varying model relaxation rate
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Some findings (1)
Met Office
In asymptotic limit, biases in background and analysis

are weighted averages of model bias and bias in anchor observations,
when correcting against background or against analysis.

When more observations are bias-corrected, less weight is given to
anchor observations and more weight to model bias.

This effect is less pronounced when correcting v. analysis (VarBC) than
when correcting v. background ... but difference is small.

In VarBC, effect of model bias is realised quickly; ...

...In static scheme not fully realised, or only through repeated application

of scheme.
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Some findings (2)
Met Office

* Baseline values used in this scheme are intended to be representative
of Met Office global NWP system

- background/analysis bias is ~0.3 of model bias ! ...

e ... but much variation expected within model domain — according to
observation density, fraction of anchor observations, height, model
variable
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Implications and questions
Met Office

« Effect of adding more and more radiances
* Role of radio occultation

» Bias correction of radiosondes?

* Choice of bias predictors?

» Avoid predictors for which variables have large model biases,
particularly if they change rapidly, e.g. LST or cloud

« Choice of radiances used to compute bias correction coeffs.?

» Take care with radiances affected by land surface or cloud

Need for improved bias correction strategies?
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Conclusions
Met Office

In the absence of model bias, bias correction of observations is relatively
straightforward.

Radiance bias correction is not “passive” — it reinforces model bias.

VarBC is less affected by model bias that an equivalent scheme attempting
to remove bias relative to the background,

... but difference is small compared with model bias itself.

With baseline values used here background / analysis biases are ~0.3 of
model bias — larger than expected.

As relative weight of anchor observations decreases,
effect of model bias on background/analysis bias increases

-> important implications for observation bias correction strategies.
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A very simple assimilation system (4)
Met Office

Combining these equations -

b, =b, +a(b, —b,)=(1-a)b, +ab,

9
b _ 7bm + Wlbl+W2b2
L=
y+ W, +W,
weighted
b — y@—w, —w,)b_ + 1+ y)(w,b,+w,b,)
a AW, W, averages

where y = 05/(1— a)
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Special case — no model bias

Met Office
No model bias: a =y = 0:
> b —p — w;b,+w,Db,
T ww,

If also, W, =0
> b,=Db,=Db,

Bias correction strategy:

- introduce observations Y, into DA system passively:

W,=0

- monitor bias in Y, against background: ¢, =D, - b,

- bias-correcty,: Y,* =Y, —-C,
These bias-corrected observations will now have bias:

© Crown copyright 2007
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Effects of model bias (1)
Met Office

With a static bias correction scheme, after 15t application:

using (O-B) statistics > P + Wb, +W,b,

7+ W+ W,

c,=b,—b,=b, -

In principle, you can stop here.
*** But we tend to repeat the process in an ad hoc manner ***

If you repeat the process to convergence:

K b — 7/bm + W1b1+W2bb
° ¥+ W, + W,
b, =0, [0 _ 7 b, _rA-w)

bm_7/+W1 b 7+ W,

m
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