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FOREWORD

The International TOVS Working Group (ITWG) is convened as a sub-group of the International
Radiation Commission (IRC) of the International Association of Meteorology and Atmospheric
Physics (IAMAP). The ITWG continues to organize International TOV'S Study Conferences (ITSCs)
which have met approximately every 18 months since 1983. Through this forum, operational and
research users of TIROS Operationa Verticd Sounder (TOVS), Advanced TOVS (ATOVS) and
other atmospheric sounding data have exchanged information on data processing methods, derived
products, and the impacts of radiances and inferred atmospheric temperature and moisture fields on
numerica weather prediction (NWP) and climate studies.

These Technical Proceedings gather together the papers of the scientific presentations and posters
from the Thirteenth International TOVS Study Conference (ITSC-XIII) held at the Hotel Le
Chantecler in Sainte Adéle, Quebec, Canada from 29 October to 4 November 2003. ITSC-XIII
marked the milestone of 25 years of TOVS data starting with the launch of TIROS-N in October
1978. Around one hundred and thirty participants attended the Conference and provided scientific
contributions. This was the largest conference to date in terms of number of presentations and posters.
In afew cases where a paper has not been submitted by the deadline, the abstract is provided instead.
For the first time it was agreed at ITSC-XII1I to provide these proceedings on a CD in place of a hard
copy Proceedings. This allows the inclusion of more material while reducing printing and distribution
costs. The ITWG web site (http://cimss.ssec.wisc.edu/itwg/) also contains electronic versions of the
conference papers, presentations and posters. In addition to these Proceedings there is also a Report
from the ITSC-XIII meeting aso available on the CD, as a hard copy and from the web site. It
summarizes the main recommendations and actions from the working groups which met during the
meeting. Together, these documents and web pages reflect the conduct of a highly successful meeting
in Sainte Adéle. Details of Reports and Proceedings from previous conferences are also available
from the web site. If you require a copy of the ITSC-XIII Report and/or CD please contact the
working group co-chairs at the co-ordinates below.

ITSC-XIII was sponsored by the Met Office (U.K.), NOAA NESDIS, EUMETSAT, the World
Meteorological Organization (WMO), Alcatel, ABB, the Raytheon Company and ITT Industries. The
support of these government agencies and private industry companies is gratefully acknowledged. We
wish to thank the local organizing committee from Environment Canada, particularly Louis Garand
and Clement Chouinard of the Data Assimilation and Satellite Meteorology Division. We also thank
and appreciate the contribution of the Environment Canada staff, particularly Maryse Ferland and
Danielle O’ Shaughnessey, who assisted ably in the organization and conduct of the Conference at
Sainte Adéle. We thank the staff of Hotel Le Chantecler for their assistance during the Conference.
We aso thank Maria Vasys of the University of Wisconsin, who helped with details of the meeting
organization, and publication of the Conference Report and Proceedings. Finaly, we thank the
numerous contributions from Leanne Avila, University of Wisconsin, who assisted in conference
planning, on-site meeting organization, and preparation and publication of the Report, this Technica
Proceedings and the ITWG Web site.
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The assimilation of AMSU-B radiances in the CMC global data
assimilation system: Difficulties and impact relative to
AMSU-A radiances

C. Chouinard and J. Hallé

Meteorological Service of Canada / Service Météorologique du Canada
Dorval, Québec, Canada

Abstract

The Canadian Meteorological Centre’'s (CMC) three Dimensional Variational (3D-Var) is an
incremental analysis system that is currently used by both our globa and regional models with
very little modifications. During the last few years, it has undergone a series of upgrades from
isobaric to a terrain-following coordinate, and most importantly to the direct assimilation of
satellite radiances. The quality control (QC) of observations was aso upgraded to a variational
quality control whereby the data rejection/acceptance decisions are taken consistently during the
minimization problem.

In terms of radiance data, the system currently uses so-called raw level-1b AMSU-A that are
quality-controlled (QC), and bias controlled by the data user and not the producer. The QC and
thinning algorithms of the radiance data are more complex and system dependent. Because of QC
and bias correction algorithms, the impact of satellite data on CMC'’s analyses and forecasts are
now very large and comparable to that of radiosonde datain the SH.

The resolution of NWP forecast/analysis systems is forever increasing and so is the volume of
data from various instruments. The volume of satellite data has become quite a challenge even at
the level of preparation and QC prior to the analysis step. One aspect of NWP systems which
definitely can benefit from this additional data is the moisture analysis. In that context we have
started to use the water sensitive radiances from the AMSU-B instruments onboard NOAA-15,
NOAA-16, and NOAA-17. As will be shown, the quality of both the temperature and moisture
analyses are significantly improved when using these additional radiance data. Preliminary
evauations indicate marked improvements in 5-10 day temperature forecasts and significant
improvements in Quantitative Precipitation Forecast (QPF) skill scores in the first 5 days of 10-
day forecasts.

Introduction

One of the advantages of variational data assimilation is its ability to assimilate indirect
observations such as satellite radiances. With the help of afast radiative transfer model (RTM),
most NWP Centres are now able to directly assimilate radiance data and these have produced
significant gains in the quality of operational analyses and forecasts. The quality of
measurements from an instrument dictates how much influence this type of datawill receivein an
analysis system, but when it comes to indirect radiance measurements the quality of the RTM
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which maps out the influence of radiance data in physical space, such as temperature and
moisture, is also an issue.

The effective sensitivity of a satellite radiance measurement to an atmospheric state variable such
as water vapor i.e. the so-called Jacobian is indicative of the impact of the radiance on
atmospheric variables. The radiance data from AMSU-A instrument has the advantage of being
sensitive almost exclusively to temperature, moreover, its Jacobian is very homogeneous varying
very little from Tropical to mid-latitude atmospheric air-masses. On the other hand, the Jacobian
of AMSU-B data is primarily sensitive to water vapor, but in drier atmospheres, it is also
sensitive to temperature. The Jacobian also varies significantly from Equator to Pole. Because of
this dual sensitivity, the assimilation of AMSU-B data is a more delicate problem requiring very
accurate temperature and moisture trial fields and prior knowledge of their corresponding
background error statistics.

Because of the difficulties inherent to the assimilation of moisture sensitive radiances, their
current use at most NWP Centres is limited to the use of a few infrared channels from either the
GOES or NOAA/HIRS instruments also onboard the NOAA platforms. NCEP and UKMET
have been assimilating AMSU-B data since their availability i.e. NOAA-15 and more recently
they have added NOAA-16 and NOAA-17 data. In Canada, we have just started to use AMSU-B
in replacement of our current use of dtatistically derived humidity profiles obtained from the
GOES sensors (Garand and Hallé, 1997). In this paper there will be a brief description of the
steps involved in the preparation and QC of AMSU-B data prior to assimilation, followed by
basic experimental test results, and finally results from their recent implementation in the full 3D-
Var global data assimilation system at CMC.

Brief description of the revised 3D-Var analysis system and recent
revisions

The basic analysis system used in this study is the one that was described in Gauthier et al. 1999,
and more recent improvements have been described in three papers presented at the ITSC-11 and
ITSC-12 (Chouinard and Hallé, 2000, Chouinard et a. 2000), and ITSC-13 meetings in Lorne,
Australia (Chouinard et a. 2002). It is a global 28 level terrain following co-ordinate
analysis/forecast system producing analyses directly on the model’ s vertical and horizontal grids.
The most recent improvements to the system pertain to the preparation, QC, and use of
conventional data, and most importantly, the introduction of new sources of satellite data. The
combined impact of the new satellite data and the revision of the anaysis procedure have
contributed to magjor improvements in the reliability and quality of the CMC forecast/analysis
system as described in Chouinard et al. 2002.

The peak sensitivity of some AMSU-B radiancesis as high as 200 hPain Tropical atmospheres
and somewhat lower in Extra-Tropical cases. In the previous AMSU-A analysis system, the
moisture analysis was limited to 300 hPa because most of the conventional moisture data above
that were generally not very reliable. Because the peak sensitivity of some AMSU-B radiances to
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moisture is around 200 hPa with tail effects extending up to70 hPa, the moisture analysis top had
to be raised so as to retain most of their response. Thisis graphically illustrated in Fig.1.

Satellite data used in this study

The core satellite data used in this study are the AMSU-A and AMSU-B radiances from the
NOAA-15, NOAA-16, and NOAA-17 satellites that are received at CMC via a public FTP link.
These data are in level-1b format and originate from an operational NESDIS server in
Washington. Further processing of the level-1b radiances is done at CMC using the AAPP
software package (http://www.metoffice.com/research/interproj/nwpsaf/atovs/index.html). The
main functions of this software package are the navigation and calibration of the level-1b
radiance data. Finally, the radiances are coded in BUFR format and stored in a database at CMC.

The AMSU-A instrument has 15 microwave channels with a NADIR resolution of approximately
45km. Because of difficulties in specifying surface emissivities over land and ice, certain
channels that are sensitive to skin surface temperature, are not used. Similarly, some stratospheric
channels are not used because their peak contribution is above our NWP model top level
currently at 10hPa, and consequently, we do not assimilate channels 11 to 14.

The AMSU-B instrument has 5 microwave channels with a higher resolution than the AMSU-A
instrument, i.e. 16km (AMSU-B) compared to 45km (AMSU-A). Fig. 2 shows a typical
composite coverage map of AMSU-B from the three NOAA satellites in a 6-hour time window.
All AMSU-B radiances are sensitive to atmospheric column moisture, temperature, skin surface
temperature and, surface emissivity. Over water, all 4 AMSU-B channels are assimilated because
the fast surface emissivity model of S. English (FASTEM?2) is used. However, over land and
over different types of ice surfaces, because the emissivity is not well known, low peaking
AMSU-B channels are either restricted or not used.

AMSU-B radiance processing for assimilation

Following the navigation/calibration validation, the AMSU-B data is subject to a passive
monitoring check whereby it is systematically compared to simulated radiances over an extended
period of afew months. From this comparison afirst estimate of systematic and random error is
obtained. The random error contains both the noise directly related to the instrument and an
added component of noise dueto RTM errors. This combined estimate will be used to specify the
effective observational error used by the analysis procedure. For more details on the monitoring
step, please refer to Chouinard et a. 2002 where this same procedure is described in the context
of AMSU-A.
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The systematic component of the error, or so-called radiance bias, has to be removed before the
data assimilation step. The same procedure developed to remove AM SU-A biases was adapted to
the AMSU-B data stream (Chouinard et a., 2002). There was reason to believe that some of the
biases in AMSU-B could be related to RTM deficiencies in moisture treatment. However,
attempts to relate AMSU-B biases to column-integrated moisture predictors have failed to show
improvements over a simpler two-predictor approach. Similarly, attempts to use surface
parameters as predictors in the AMSU-B also failed as they did with AMSU-A. Finaly, the same
type of agorithm is now used for AMSU-A and AMSU-B data, which is the 2 predictor
agorithm, namely the geopotential thickness of layer 1000hPa-300hPa and, the geopotential
thickness of layer 200hPa-50hPa.

Quality Control

Once the AMSU-B radiance data has been unbiased, it is then subjected to a series of quality
control checks before it makes its way to the assimilation. In al, each AMSU-B radiance
observation undergoes 14 checks; these are listed in Annex 1. Note that these tests are applied to
the bias-corrected radiance rather than the original non-corrected radiance.

Besides checking the radiance itself, we a so verify the quality of the complementary information
which accompanies each observation, e.g. surface type; scan position, satellite zenith angle, etc.
Some tests consist of checking for coding errors. Others check the internal consistency of the
report, or the consistency between the type of surface reported and the model surface type, or for
gross errors.

Some AMSU-B channels are sensitive to precipitation. These channels are not used since the
3Dvar system does not have a cloud liquid water variable as part of the model state and is
incapable of correctly assimilating these radiances. To determine the precipitation contamination
for AMSU-B radiances, we make use of a scattering index algorithm developed by Bennartz
(1999). As with AMSU-A, some lower-peaking channels are also flagged over high terrain,
where the surface contribution is non-negligible. The topography thresholds used are listed in
Annex 1. Similarly, in very dry atmospheric conditions mostly in the Polar Regions, we do not
assimilate some AMSU-B channels because of a significant surface contribution. These points
are easily depicted as the innovation statistics become very large. To eliminate these data, a so-
called dryness index was developed. Thisindex isthe difference between the observed AMSU-B
radiances of channels 3 and 5. By relating the index to areas where innovations were notably
larger because of alarge surface contribution, a set of threshold values was determined for three
of the four AMSU-B channels assimilated. The threshold values of the drynessindex arelisted in
Annex 1.

Asfor AMSU-A, a Rogue check is performed on the innovations or difference between observed
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and simulated radiance (O —P). Thisissimilar to what is referred to as a background check in the
context of conventional data. Depending on the channel and its inherent difficulties, innovations
greater than 2-4 times the total channel error standard deviation are rejected. The exact multiple
of standard deviation used for each channel for the Rogue check are listed in Annex 1.

Rejects are of three different types:
Single: atest rejects each channel individually,
Partial: atest rejects more than one channel, but not al,

Full: atest rgjects all channels at an observation point.

Finaly, it is also possible for the operational meteorologist to specify the rejection of a complete
orbit, in the case of major problems with satellite operations.

Channel selection and horizontal thinning

Following bias correction and quality control, the final data selection process begins. This can be
divided into two steps, channel selection and horizontal thinning.

Due to difficulties in specifying surface emissivity and because of uncertainties in the trial field
skin surface temperature over land and sea-ice, we make restricted use of lower-peaking channels
over these surfaces. Channel selection over water and over land or seaice surfaces is
summarized in Table 1.

Ocean Land or Sea-ice

AMSU-B 2to5 AMSU-B 3to5

Tablel. AMSU-B channels selected for assimilation.

In order not to overwhelm the 3D-Var with satellite data and to provide a volume of data
compatible with the resolution of the global analysis system grid (240x120), the AMSU-B data
are thinned to a separation of about 250km. This separation seems to be optimal at the current
system resolution, given the fact that the 3D-Var assumes that observational errors are not
correlated horizontally. Effectively at 250 km spacing, the horizontal correlation of the error in
the radiance datais negligible.

The thinning process can be summarized as follows:

i) A pre-thinned (75km) AMSU-B data are grouped together in 250km sguare boxes.
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ii) Within a box, a priority scheme determines which pixel will be retained. Priority goes to the
pixel which has the lowest percentage of channels regjected; in the case where more than one pixel
has the same low percentage; the pixel which is closest to the box center will be chosen.

iii) Radiances measured at the extreme left and right edges of the satellite swath are not used in
the analysis because their errors are generally larger. More precisely, fields of view numbered 1-7
and 84-90 are excluded for AMSU-B.

Basic experimental results with AMSU-B radiance data

The first tests with a radiance data pertain to the sensitivity of the channel to atmospheric
variables, it is nothing but a verification that the RTM is producing the proper response in the
analysis. One observation from each of the channels considered are isolated as well as the
atmospheric variables needed for the RTM, and the sensitivity or Jacobian of individual channels
are calculated and plotted against each other and compared to other satellite data. The vertical
response of the data can then be plotted and inspected to insure that most if not all of the response
is within the NWP model vertical domain. Such plots are indicated in the right panel of Fig. 1
and were used to effectively raise the moisture analysis top level. Similarly the sensitivity to
surface variables can be looked at and judged whether acceptable for assimilation or not.

The next series of tests pertain to the full 3D-Var system and the evaluation of the response of
one channel at one location (not shown), and as shown in Fig. 3, the cumulative contribution of
all channels at one location. Again thisis to verify that al the operators such as interpolation of
the trial field for the RTM are responding as expected, and more specifically to measure the
impact of radiances on the temperature and moisture retrievals. Note the difficulty with AMSU-B
datain that the response in the Tropicsis very large on the moisture retrieval and relatively small
on temperature, whereas the response in the Extra-Tropics is large on temperature and relatively
small on moisture.

Results from OSE and from the recent implementation of AMSU-B in 3D-Var

In order to evaluate the impact of new data sources, such as AMSU-B in this study, most NWP
Centres prepare Observing System Experiments (OSE) with and without these new data to
measure their impact in afull forecast/analysis system. It is generally accepted that to get a clear
signal, the OSE should cover a period of at least 1 month and preferably two months as was done
in this study. We have prepared many such OSEs and present here the latest which produces
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acceptable results for both a summer and winter periods.

In Fig. 4, the 2-month averaged verification against the North Hemisphere (NH) radiosonde
dataset for the control (operational, blue) and the AMSU-B system (red) are presented. As
indicated, the short term 6-h results are very positive particularly on the moisture variables. In
Fig. 5, the verification in the Southern Hemisphere (SH) shows a very large positive impact of
AMSU-B data on the moisture forecast at 6h, 48h, and somewhat smaller beyond 96h (not
shown).

Evaluating against radiosonde data is very valuable because of the high quality of this dataset,
however, it does not give a very good evaluation of the system over oceanic areas and other areas
such as the SH which are basicaly void of radiosonde data. NWP Centres also prepare
verifications against analyses which has the advantage of evaluating continental and oceanic
areas. In Fig. 6, the 500 hPa geopotential anomaly correlation scores for the month of September
2003 are presented. This is 3 months after the June implementation of AMSU-B data in our
operationa system. As can be seen, the scores of the Canadian model are very competitive with
other leading Centres both in the short (day1-4) and the longer term forecasts.

Finally, another measure of performance for verifying the impact of moisture sensitive data such
as AMSU-B is by verifying the QPF forecasts issued from the operational (blue) and AMSU-B
systems (red). As indicated in Fig. 7, the QPF THREAT scores against the surface synoptic
network measurements are significantly improved particularly in the 20mm/24h and above
categories with a somewhat more neutral result in the in the less than 20mm/24h categories.

Conclusions

We have successfully implemented the use of moisture sensitive AMSU-B radiances in CMC's
3D-Var data assimilation system. The impact of this additional source of moisture data is very
positive on the moisture analyses and, as expected, the precipitation forecasts issued from the new
analyses are also improved. The direct impact on moisture fades out with time and beyond 72
hours is not measurable on the moisture forecasts. However, the impact on the other anaysis
variables such as temperature, geopotential, and wind field, however small initialy, becomes
increasingly larger in the 4-6 day range contributing to significant improvements in the long term
forecasts.
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Annex 1; Quality control tests for AMSU-B channels.

#

a A W N

10
11

12

13

14

Test
topography reject

invalid land/sea qualifier
invalid terrain type
invalid field of view number (fov)

satellite zenith angle out of range

inconsistent field of view and
satellite zenith angle

inconsistent land/sea qualifier and
model mask

inconsistent terrain type and model
ice

uncorrected radiance

rejected by RTTOV

radiance gross check failure

Dryness index reject

Bennartz scattering index reject

innovation rogue check failure

Rejected if:
topography >

2500m for AMSU-B 3,

2000m for AMSU-B 4,

1000m for AMSU-B 5

quaifier differsfrom {0, 1, 2}
terrain type differsfrom {-1, 0,1}
fov outside valid range [1,90]

satellite zenith angle outside valid
range [1,60]

ABS(((fov-45.5)*1.31)-angle) >
18

other than:

qualifier=1 (sea observation) and
model mask <0.20 (model sed)
or

qualifier=0 (land observation) and
model mask>0.50 (model land)

terrain type=0 (sea ice) and model
ice<0.01 (no model ice)

correction flag is of f

3Dvar quality control flagison
Tb < channel varying Th min, or
Th > channel varying Th max.

Dryness index = Th(AMSUB3) —
Th(AMSUBS5)

Reject if (drynessindex) >
0for AMSU-B 3,
-10 for AMSU-B 4,
-20 for AMSU-B 5
Bennartz scattering index>
40 over sezrice, or
15 over sea, or
0 over land.
(y-H(x))> o* (total error), where
o=2for AMSU-B 1,
=3for AMSU-B 2
=4 for AMSU-B 3-5

Type of reject
partial (AMSU-B 3-5)

full
full
full
full

full

full

full

single
single

single

partial (AMSU-B 3-5)

full

single
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Fig. 1 Schematic view of the model top level of moisture analysis (left panel) prior to AMSU-B
in comparison to the current raised top (central panel) to accommodate the sensitivity of AMSU-
B radiances (right panel)
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Figure 2. Typical coverage of AMSU-B radiances for a 6-hour time window (16 km footprint)
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Fig. 6 NH Anomaly correlation scores of the new AMSU-B system (red line) compared to scores
from other leading NWP Centres for the month of September 2003.
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Fig. 7. THREAT scores of the 0-24h QPF forecasts issued from the OPERATIONAL (full blue
lines) and the AMSU-B system (red dashed lines) against the NA surface synoptic network
measurements. The number of observations in each category and the categories are indicated at
the bottom.
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Operational use of ATOVS at the Met Office

Stephen English Fiona Hilton, Brett Candy, Keith Whyte, Nigel Atkinson,
Andrew Smith, Bill Bell, Una O’ Keeffe, Amy Doherty

Met Office, Exeter, United Kingdom,

1. Introduction

The Met Office continues to make effective use of ATOVS radiances in Numerical Weather
Prediction (NWP), and this use has been extended significantly in recent years. Whilst data from
the HIRS instrument are used only in the global model, extensive use is now made of AMSU-A
and AMSU- B in regional and mesoscale NWP. Data is used from three satellites rather than two.
In preparation for future developments research has been undertaken in a number of areas. This
paper will focus on use of data over land, bias correction and the implementation of RTTOV
version 7, as well as briefly discussing the impact of the third ATOVS instrument and
preparations for SSMIS. Assimilation of ATOVSin regional and mesoscale NWP is discussed by
Candy et al. (2003).

The use of ATOVSin global NWP at the Met Office has changed from that described in English
et al. (2002) only in the addition of NOAA-17 data. The processing system is unchanged. The use
of datain regional and mesoscale NWP is described in Candy et al. (2003).

Data Coverage: ATOVS
{10/4/2003, 12 UTC, gs12)

0 NOAA-14 TOVS (green), 1975 NOAA-15 ATOVS (red), 6538 NOAA-16 ATOVS (blue), 6410 NOAA-17 ATOVS (orange)

Figure 1: Data coverage for NOAA-15, 16 and 17 level 1D radiances in the Met Office
global model stratospheric version for 10 April 2003, 09:00 to 15:00 UTC.
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2. Impact of NOAA-17

NOAA-17 ATOV S was introduced operationally on 1st October 2002, just 3 months after launch.
This gave complete global coverage in a six hour data assimilation window for the first time
(Figure 1). The quality of the data was initially slightly lower than NOAA-15 and NOAA-16 data
due to a misalignment of the HIRS. This was corrected in operational Met Office processing in
February 2003. The impact of NOAA-17 was nonetheless found to be significantly positive. In
the southern hemisphere key fields such as mean sea level pressure and 500 hPa geopotential
height have RMS error compared to observations 1-3 % lower. Verification against NOAA-16
radiances at very short range showed RMS errors lower by 1-5% in the troposphere for
temperature sounding radiances, but 5-10% lower in the stratosphere and for humidity sounding
radiances (Figure 2). The impact of removing NOAA-15 from a three satellite system was found
to be roughly twice as large as removing NOAA-17, despite the loss of HIRS and several AMSU
channels on NOAA-15. This difference was attributed to the HIRS misalignment error on
NOAA-17.

10

ON1B+17
EN15+18417

% change In RMS fit
o

-20

ATOVS channel

Figure 2: Percentage change in RMS of observed minus background radiances for
NOAA-16 for (left to right) AMSU channels 20-18, 11-4 and HIRS channels 15, 12-10, 8,
-6 when assimilating NOAA-16 and 17 or NOAA-15, 16 and 17 against a baseline run
assimilating NOAA-15 and 16, (15 August — 24 September 2002).

3. Research topics

3.1 Assimilation of ATOVS over land

A system was developed to use emissivities from the atlas of Prigent et al. (1997). Despite some
initially encouraging results (English, Poulsen and Smith 2000) it was found that the fit of
calculated brightness temperatures from the background was not improved compared to using an
emissivity of 0.95. Furthermore the model function proposed in English, Poulsen and Smith
(2000) was unable to fit the observed brightness temperatures over snow covered surfaces. It is
accepted that for many surfaces the variation of emissivity was less than the errors in estimating

15
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the AMSU emissivities from the atlas. The exceptions are the effect of surface water variations,
snow cover, ice sheets and deserts. Water fraction from permanent water features (lakes, rivers)
can be predicted more accurately from a high resolution surface type atlas. Transient water
features are not represented in the emissivity atlas or a surface type atlas. Snow cover and typeis
also transient in nature (brightness temperature at 89 GHz can vary by over 100 K during the
diurnal cycle due to the thawing and re-freezing of the ice crust (Matzler, pers. comm.). This may
mean that an emissivity atlas is most helpful over deserts and ice sheets.

3.2 Useof RTTOV version 7

RTTOV-7 offersimproved accuracy for several ATOV S channels, especially water vapour
channels, compared to previous versions (Saunders et al. 2002). More instruments are supported,
the model offers new and improved surface emissivity models for both microwave and infrared
instruments, the cloud liquid water profile isincluded and there is a better treatment of ozone. An
update to the status of RTTOV is provided in a paper in these proceedings by Saunders et al.
(2003). However the model was also significantly more expensive to run, mostly because of the
increased number of predictors for water vapour and ozone. At the Met Office the replacement of
RTTOV-5 by RTTOV-7 was aso complicated by a switch from the RTTOV-5 levels (40 levels)
to RTTOV-7 levels (43 levels), asRTTOV-7 no longer supports the 40 level scheme..

0.0

200.0

400.0

Preasura (hPa)

a00.0

PRI W T TR T N T N A T N T T T T N [N T T T T T AT T T A T N T S Y BN T B B
1 M 20 40 ]
FC—0Ob3 AMS Emor

Figure 3: Verification of 500 hPa geopotential height in the region 20 Sto 90 S
assimilating ATOVS using RTTOV-5 (red line), RTTOV-7 with “passive” bias corrections
(blue line) and RTTOV-7 with revised bias corrections (green line).

Trials of RTTOV-7 identified a small bug which was important for data assimilation, but
otherwise not apparent, relating to the stratospheric water vapour Jacobians (see Figure 2 of
Saunders et al. 2003). The trials also showed the importance of retuning bias corrections and any
background dependent cloud checks for a new model. When these issues were satisfactorily dealt
with RTTOV-7 was able to demonstrate a small positive impact, most notably in the tropics and
southern hemisphere. The impact on 500 hPa geopotential height is shown in Figure 3. It was
found best to generate initia bias corrections for RTTOV-7 by using RTTOV-5 for assimilation,
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but calculating brightness temperatures using RTTOV-7 to generate the bias corrections. In this
way RTTOV-7 bias corrections were generated which kept the mean analysis state consistent
with that achieved using RTTOV-5. Then the cycle was repeated generating a new set of bias
corrections using RTTOV-7 for assimilation with the bias corrections from the “passive” run.
This technique allowed the creation of arobust set of bias corrections for use with RTTOV-7

3.3 Model predictor bias correction

Harris and Kelly (2002) showed that use of bias correction predictors based on NWP fields (e.g.
200-50 hPa thickness) had advantages over the use of observation predictors (Eyre 1992).
Following Harris and Kelly (2002) a range of possible model predictors was evaluated (layer
thicknesses, background BTs, skin temperature, total column water vapour, lapse rate) and trials
have been run using two options. Experiment 1) Two mean layer thicknesses (200-50 hPa and
850 to 300 hPa) and calculated BT from background; Experiment 2) Two mean layer thicknesses
only. The impact compared to a control using the Eyre (1992) method with AMSU channels 5
and 9 as predictors was neutral in the extra-tropics, but there was a dlight increase in tropical
moisture. New runs using only two thicknesses gave similar results. However the new scheme
also alows use of data where observation based predictors do not work. In particular over
Antarctica, Greenland and parts of Africa. Modest positive impact from using these additiona
observations has been found for geopotential height at medium range (forecast range day four and
beyond) at altitudes corresponding to pressures less than 600 hPa.

3.4 Preparation for SSMIS

The Defense Meteorological Satellite Program (DMSP) F16 satellite carrying the first Special
Sensor Microwave Imager Sounder (SSMIS) was launched on 18 October 2003. Simulated test
data for SSMIS has been provided by NRL/FNMOC and this has been processed successfully. A
total water control variable, defined simply as the addition of all moist variables will be used
within the 1D-var preprocessing scheme (see Deblonde and English 2003 and English and Weng
2002). Not al SSMIS channel fields of view are collocated. In this sense SSMIS can be
considered to comprise four instruments. One with imaging channels like SSM/I, one with
temperature sounding channels for the troposphere and stratosphere like AMSU-A and SSM/T,
the third with humidity sounding channels like AMSU-B, MHS and SSM/T2 and the last a
completely new mesospheric sounder. The AMSU-A, AMSU-B and SSM/I like channels are
being processed and will be assimilated on their original grids. The mesospheric sounder, which
provides information well above the top of the current Met Office NWP model, is not used.
Furthermore use of this latter instrument requires a sophisticated treatment of Zeeman line
splitting. SSMIS sounding channels over-sample with short integration times. Therefore
individual measurements will be noisy, and some averaging is desirable. After initia
implementation of data on the original grid a system will be developed with super-obbing and/or

re-mapping.
4. Conclusions

ATOVS radiances continue to be very important for global NWP. Improvements
continue to be made to the assimilation, of which the most notable at the Met Office since
ITSC-12 was the implementation of NOAA-17 ATOVS. Progress continues to made in
others areas with improvements likely to result soon from implementation of a new bias
correction scheme, RTTOV-7 and use of ATOVS over existing data voids (e.g.
Antarctica). The advent of SSMIS will improve robustness by increasing the number of
operational sounding instruments of AMSU quality to four. Evidence at ECMWF (Kéelly,
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pers. comm.) using Aqua AMSU-A data suggests further benefit can be achieved from a
fourth satellite. Work isin hand to use the Aqua data at the Met Office.
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Use of satellite radiances in the operational ECMWF system

Graeme Kelly

ECMWEF, United Kingdom

Currently 70 million satellite radiances are presented to the operational 4D-VAR analysis at
ECMWEF and about 3.5 million radiances are used in the 4D-VAR minimisation. The paper will
summarise the calculations of surface emissivity and the screening for cloud and rain for each
sensor. Also the assimilation and forecast impact from the sensors HIRS, AMSUA, AMSUB,
and SSM1 will also be discussed.
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Use of ATOVS raw radiances
in the operational assimilation system at Météo-France

Elisabeth Gérard, Florence Rabier, Delphine Lacroix
Météo-France, Toulouse, France
Zahra Sahlaoui
Maroc-Météo, Casablanca, Morocco

Introduction

To set up the technical context, it should be reminded that Météo-France system shares the code with
ECMWF and benefits from the developments in satellite data assimilation. Since 22 October 2002 M étéo-
France has been using ATOVS raw radiances instead of preprocessed radiances in operations. This
migration was intended to be conducted in three steps: the assimilation of (1) AMSU A data — which
became operational on 22 October 2002 -, then (2) HIRS data — which became operational on 8 December
2003 - and finally (3) AMSU B data — in research mode -. This strategy is motivated by the fact that
assimilating infrared data requires a reliable cloud detection technique and assimilating humidity sensitive
radiances comes naturaly after assimilating temperature sensitive radiances. The experiments were
performed on the stretched spectral global model ARPEGE with 43 hybrid coordinate vertical levels from
the surface up to about 1 hPa. An horizontal thinning is performed to ensure a minimum distance of about
250 km between raw radiances (as for preprocessed radiances). Bias correction coefficients are computed
following Harris and Kelly (2001). A succession of assimilation cycles performed with the data whose
impact is to be evaluated will be called “Experiment” and a succession of cycles without these new
features will be called “Control”.

Assimilation of AMSU A raw radiances

NESDIS preprocessed data undergo significant preprocessing consisting mainly in instrument collocation
and creation of cloud flags. Complicated random and systematic errors are introduced by this processin
the data and a direct use of raw radiances can indeed bypass this problem. In doing this, the 1DVar
scheme used jointly with the preprocessed data in the assimilation is not used anymore, so that two
specific actions have to be performed (Gérard et a. 2002): (1) the lower and upper bounds of the
RTTOV-7 radiative transfer model, which requires the vertical temperature profile on 43 pressure levels
from 1013.25 hPa up to 0.1 hPa, are controlled by respectively introducing model surface temperature
into the control variable and extrapolating the model temperature profile from the top of the atmospheric
model (1 hPa) to the top of the radiative transfer model (0.1 hPa) by a regression (Clément Chouinard,
personal communication); (2) as the 1DVar cloud flag is not available anymore, rain contaminated data,
that hinder from using AMSU A rain sensitive lowest channels, are detected with a test on AMSUA
window channel 4 observation departure from first guess. The threshold set to 1.5 K when implementing
in operations the assimilation of AMSU A raw radiances has been revisited since then and re-evaluated to
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0.7 K for more drastic control of the rain contaminated data (as done at ECMWF) and completed by a
threshold of 0.1 mm on cloud liquid water path derived from AMSU A channels 1 and 2. Details on the
conditions of use of each channel are listed in Table 1, showing special caution for using low peaking
channels over land, over seaice and in cloudy conditions.

Table 1: Conditions of use of AMSU A channels. Each condition is necessary but not sufficient. T is the
model surface temperature, orog is the model altitude, obs-fg is the observation departure from first
guess, ch stands for channel and lat for latitude. Blue v refers to specific sub-conditions.

Conditions of use v/ 1|/2]3|4 13| 14|15

5|6
3 < scan position < 28 v|v
Open sea (Ts> 271.45K) v|v

Seaice (Ts< 271.45K)

Land
orog < 500/1500 m for channels 5/6

<\
\

ANERNIRNANERNE

Clear [obs-fg| s < 1.5K vV

NERERERRE
NERERERRE
NERNERERE
NERERRRE
NERERERRE

Cloudy |obs-fg| ng > 1.5K
[lat] > 30° for channel 8

The assimilation of AMSU A raw radiances was found to behave better than the assimilation of AMSU A
and HIRS preprocessed radiances on a one month pre-operational suite in Aug-Sep 2002, especidly in the
Southern Hemisphere, in the upper troposphere and in the short forecast range, as illustrated by the 200
hPa geopotential height performance at day 1 in Fig. 1. On aglobal scale AMSU A raw radiances enable
the 200 hPa geopotential height forecast root mean sgquare (rms) error to be reduced by about 1 m in the
Northern Hemisphere and about 3 m in the Southern Hemisphere, despite the loss of HIRS data. However
the lack of HIRS humidity information was felt, especially in the tropical regions; reintroducing HIRS
data in the operational assimilation turned out to be a priority.

Fig. 1: Time series (22 Aug — 22 Sep 2002) of rms error (curves with symbols) and bias (curves without
symbol) for 24 hour forecast of 200 hPa geopotential height when compared to each experiment’s own
analysis, in the Northern Hemisphere (top) and the Southern Hemisphere (bottom). Control (with
preprocessed AMSU A and HIRS data) in pink, Experiment (with AMSUA raw radiances) in green.
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Assimilation of HIRS raw radiances

The problem of using HIRS datais to efficiently detect cloud effects in the measured signal. As done for
detecting AMSU A rain contaminated data, cloud detection is performed through a test on HIRS
observation departure from the first guess in a window channel, i.e. HIRS channel 8 is selected for this
task. As done at ECMWF, and with the same thresholds, this test is asymmetric, depends on channel and
latitude band. Moreover, as this departure is influenced by surface temperature, sea ice situations are
rejected in order not to contaminate this test by erroneous surface temperatures, as shown in Table 2.

Table 2: Conditions of use of HIRS channels. Each condition is necessary but not sufficient. Ts is the
model surface temperature, orog is the model altitude, obs-fg is the observation departure from first
guess, ch stands for channel and lat for latitude. Blue columns are associated to HIRS water vapour
channels. For last row see Text.

Conditions of use v* 1|2|3|4|5|6|7|8|10[11]12|13|14|15
3 < scan position < 54 AR AR AR v |v v |V
Open sea (Ts > 271.45 K) v ivIvI|v v v viv
Land (orog < 1500 m) v

Clear:

 x(ch,lat) < (obs-fg) s < y(ch,lat) AR AR AR vV v |iv
© (0bsfg) sn1y12>-3K V|V

Research experiments proved to be beneficia to both analysis and forecast performances. However, an
unexpected problem showed up in the pre-operationa suite which turned out to be unhealthy after a few
analysis days, as analysis temperature field was characterised by a succession of large increases and large
decreases aong the vertical in the upper model levels in the polar regions of the Northern Hemisphere
(what is called a “ringing problem”). This problem is probably linked to particular meteorological
conditions. The left panel of Fig. 2 illustrates the large temperature decrease at the top of the model, down
to about —35 K locally, and about —11 K on average over two weeks in the 60°N-90°N latitude band.
These large increments were associated to misused data in undetected cloudy regions, in areas sparsely
covered by other observations that might constrain the model backwards, once damage has been done.
The guilty observations were found to be water vapour channels 11 and 12 observations, which appeared
not to be properly selected: despite the blacklisting and the first guess quality control (see an example of
data selection on Fig. 3), some data with largely negative departures from first guess in these channels,
i.e. cloud contaminated data, are used in the assimilation, and this bad effect is transported upwards to
higher model levels through the background error covariance matrix. Conditions were added on
observation departure from first guess in channels 11 and 12, so that any observation characterised by a
departure lower than —3 K in these channels is rejected (as indicated in the last row of Table 2 and with
red dotted lines on Fig. 3). These conditions appeared to be sufficient to solve the ringing problem, as
shown on the right panel of Fig. 2. On average over two weeks in the 60°N-90°N latitude band,
temperature analysis differences in absolute value are lower than 0.2 K when the new HIRS blacklist is

applied.
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1hPa T analysis difference Exp-Ctr 2003080918 1hPa T analysis diff Exp-Ctr 2003080918

Fig. 2: 1hPa temperature analysis difference between the Experiment (with HIRS data) and the Control
(without HIRS data) on o Aug 2003 at 18 UTC, 9 days after the beginning of the assimilation period, on
the left with the initial blacklist, on the right with the new blacklist (as presented in Table 2). Contour
interval is 3 K on both plots.
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Fig. 3: An example of data selection on quality criteria (no thinning is performed on this particular dataset)
for HIRS channels 11 (upper left), 12 (upper right) and 14 (lower left) in the 60 N-90 N latitude band.
Thresholds for cloud detection as associated to HIRS channel 8 observation departure from first guess
are represented by straight blue lines parallel to the y-axes; first guess quality control thresholds are
represented by straight blue lines parallel to the x-axes. Straight red dotted lines represent the additional
threshold on channel 11 and 12 observation departures from first guess. A few red isolated dots
correspond to data rejected by the CO, slicing cloud detection/position method (Kelly, 2003).
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Winter (25 Dec 2002 — 11 Jan 2003) and summer (1-17 Aug 2003) experiments were re-run with the new
HIRS blacklist. The time series of total column water vapour (TCWV) over the global area are given in
Fig. 4 for both periods and statistics on the change in TCWYV related to the use of HIRS data are provided
for different areas in Table 3. For both periods a globa drying of the atmosphere is noticeable, the
Experiment analysis has globaly 4% (summer) to 6% (winter) less water vapour than the Control
analysis; this feature seems to be redlistic, as confirmed by the ECMWF analysis (not shown). The
biggest relative TCWV decrease is found in the Tropics followed by the Southern Hemisphere. However
a dight moistening can also occur in the Northern Hemisphere, over land in winter and over sea in
summer.

_Global area [ 90S—90N ]

First guess:  ...... Control ~ _ _ Experiment
Analysis:

Control Experiment

Mean TCWV (kg.m™)
N
1

23
22 L L L L 1 1 1 1 1 1 1 1 1 1 1 L L
25262728293031 1 2 3 4 5 6 7 8 910 11
December 2002 Date January 2003
Global area [ 90S—90N ]
29 First guess:  ...... Control ~ _ _ Experiment
Analysis: Control Experiment

Mean TCWV (kg.m™)
N N
o ~

25

1 2 3 4 56 6 7 8 910 11 12 13 14 15 16 17
August 2003 Dote August 2003
Fig. 4: Time series of total column water vapour (TCWV) globally derived from the first guess and analysis

for the Control (without HIRS) and the Experiment (with HIRS) over the winter period (top panel) and the
summer period (bottom panel).

Table 3: Relative total column water vapour (TCWV) change obtained in the analysis when using HIRS
data, expressed in percent of TCWV obtained without using HIRS data, for the winter (left) and summer
(right) periods, for different latitude bands and as a function of the landsea mask.

WINTER I SUMMER
% Globd Sea Land I % Global Sea Land
Globe -6.1 7.4 -0.1 | Globe -39 5.1 -0.3
N. Hem -3.0 -4.3 08  N.Hem 1.1 1.9 -0.1
Tropics -8.0 -9.6 -0.6 " Tropics 7.1 -8.7 -0.7
S. Hem -4.7 -3.2 05 I S Hem -3.3 -3.7 0.7
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On average over the summer period the relative minimum, that characterizes the vertical profile of
specific humidity analysis difference between Experiment and Control, is in the vicinity of 800 hPa as
shown in Fig. 5 (top panel),as is the vertical profile of specific humidity increment (analysis minus first
guess)in the Experiment (bottom panel). Results for the winter period are similar (not shown). The
increments are globally negative throughout the Experiments. The negative TCWV increments should
decrease during the Experiments if the assimilation and short-range forecast processes were optimal.
However, the constant need to remove moisture at each assimilation cycle (see Fig. 4), especidly in the
Tropics, reveal s that the system produces “undesired” moisture during the following six hours.
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Fig. 5: Zonal mean of specific humidity analysis difference between the Experiment and the Control (top
panel) and Experiment increments — analysis minus first guess -(bottom panel), averaged over the
summer period and over Iong|tude The x-axes represent the latitude. The contour interval is 0.05 g.kg™
(top panel) and 0.01 g.kg™ (bottom panel), with solid red contours representing a moistening (positive
values) and dashed blue ones a drying (negative values) in the analysis, when compared to Control
analysis (top panel) and Experiment first guess (bottom panel).

Despite the disturbed hydrological cycle of the model, HIRS data help to improve the forecast
performances, as illustrated by the reduction of rms error of day 2 forecast of geopotential height at 500
hPato about 1.1 min the Northern Hemisphere and 1.4 m in the Tropics and Southern Hemisphere during
the winter period (Fig. 6). Another illustration of the beneficial effect of HIRS data can be found during
the summer period over Europe and North Atlantic Ocean for example (Fig. 7), where medium range
forecast performances at day 3 and day 4 are improved (bias and rms error reduction) for geopotential
height, wind and relative humidity especially in the mid and upper troposphere.
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Fig. 6: Time series (winter period) of rms error (curves with symbols) and bias (curves without symbol) for
48 hour forecast of 500 hPa geopotential height when compared to each experiment’s own analysis, in
the Northern Hemisphere (top left), the Southern Hemisphere (top right) and the Tropics (bottom panel).
Control without HIRS data in pink, Experiment with HIRS data in green.
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Fig. 7: Profiles of rms error (curves with symbols) and bias (curves without symbol) averaged over the
summer period for 72 hour forecast (left panels) and 96 hour forecast (right panels) of geopotential height
(top panels), wind (middle panels) and relative humidity (bottom panels). Scores are computed with
respect to each experiment’s own analysis over Europe and North Atlantic Ocean. Control without HIRS
data in pink, Experiment with HIRS data in green.
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Assimilation of AMSU B raw radiances

Humidity sensitive microwave channels have the particularity over infrared channels to require less
stringent cloud detection. AMSU B has five microwave channels sounding the atmospheric humidity
from the lower troposphere to the upper troposphere. However these channels are very sensitive to
temperature too. This makes the assimilation of AMSU B data a delicate operation requiring a very good
knowledge of the temperature and moisture background error statistics.

Low peaking channels are not used because of uncertainties on the description of the surface properties;
only channels 3to 5 are used, and in the same conditions as at ECMWF, as described in Table 4.

Table 4: Conditions of use of AMSU B channels. Each condition is necessary but not sufficient. T is the
model surface temperature, obs-fg is the observation departure from first guess, orog stands for altitude
and ch for channel. Blue v refers to specific sub-conditions.

Conditions of use v 1123|145
9 < scan position < 82 vVivi|v
Sea v v v
Land

orog < 1000/1500 m for channels 4/5 VY
Ts> 278 K and |obs-fg| ¢n2< 5K VI ivi v

An experiment using AMSU B data (from NOAA16 and NOAAL17) on top of AMSUA and HIRS data
has been run on a summer period (2-17 Aug 2003). The assimilation of AMSU B data proved on this
period to be beneficial to geopotential height forecast, especially in the medium range as it helped to
reduce the forecast bias when compared to radiosonde geopotential height by about 5 m at 200 hPa at day
4 in the Northern Hemisphere and about 4 m at 200 hPa at day 3 in the Southern Hemisphere.

As an example of the positive impact of AMSU B data on the forecast performances, Fig. 8 illustrates a
comparison of 2 day forecasts at 250 hPa obtained with and without AMSU B data for a perturbation in
the North Eastern part of Pacific Ocean. Without AMSU B data the low straddles the ocean and the coast,
whereas with AMSU B the low is located over the ocean, at the same place as the Experiment or Control
verifying analysis. Moreover the low value in the Experiment forecast (1036.0 dam) is closer to the
verifying analysis of the Experiment (1039.6 dam) or Control (1039.7 dam) than the low obtained in the
Control forecast (1035.1 dam).

Asfor temperature and humidity forecast performances, results are more mixed. It is probably too early to
draw conclusions from this single 2 week experiment.
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Fig. 8: Maps of 250 hPa altitude (geopotential height divided by gravity constant and by a factor of 10,
resulting unit in dam) in the North-East Pacific Ocean. The right panels show the 2 day forecasts verifying
8 Aug 2003 at 00 UTC and the left panels show the verifying analyses. Control (without AMSU B data)
charts are on the top, Experiment (with AMSU B data) charts on the bottom. The contour intervals are 8
dam.

Summary and perspectives

The assimilation of each ingredient of ATOVS instrument proved / are expected to be beneficia to the

forecast performances of the global model at M étéo-France.

(1) Using AMSU A raw radiances instead of AMSU A and HIRS pre-processed radiances improved the
short range forecast, particularly in the upper troposphere and in the Southern Hemisphere.

(2) Using HIRS raw radiances in addition to AMSU A raw radiances improves the humidity initial
conditions through a global drying of about 4 to 6 %, especially in the Tropics and Southern
Hemisphere, and thus reduces the too strong cyclonic activity of the model in the Tropics. Using
HIRS data positively affects the geopotential forecast performances below 200 hPa as well as
temperature forecast performances, and to alarger extent wind and humidity forecast scores.

(3) Using AMSU B raw radiances in addition to AMSU A and HIRS radiances is expected to improve
the medium range forecast performances, but the preliminary results obtained from a single 2 week
experiment can not be considered as robust signals.

At the time of the XI1I"™ TOVS conference, the assimilation of HIRS data was being tested in a pre-
operational suite. It became operational on 8 December 2003 with an improved data extraction procedure:
instead of a regular sampling of the dataset according to geographical criterion, regular extraction boxes
of about 125kmx125 km are defined over the globe, in which the HIRS report, which has the largest
channel 8 radiance observation value, i.e. the report that has the lowest chance to be cloud contaminated,
is selected. This measurement physics-based extraction increases of about 26% the number of HIRS data
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used in the assimilation, as the data presented to the assimilation are of better quality and thus less subject
to rejection in the first guess quality control.

Experiments with AMSU B data will be run on other periods, with updated bias correction coefficients
(as afirst approach, bias correction coefficients were computed with respect to the first guess unaware of
the existence of AMSU B data, which is the usua preliminary procedure, before any assimilation of new
observations).

Optimisation of the use of ATOVS data will then be performed in severa directions. revision of data
thinning and blacklisting, update of the radiance background error statistics used in the first guess quality
control, tuning of the radiance observation error according to the objective method developed at M étéo-
France (Chapnik et al. 2003).

Another panel of our activities on ATOVS data will be the use of rapidly available EARS (Eumetsat
ATOVS Retransmission Service) and Lannion data in the limited area model ALADIN (and later on the
mesoscale AROME model to be operational in 2008 at M étéo-France), benefiting from the readiness of
the 3DVar which will be run in test mode this winter. Impact of those data, of special interest for short
cut-off time analysis, will be compared to that of MSG/SEVIRI data (see Montmerle 2003).
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Abstract

A new 3D variational data assimilation system (GRAPES-3Dvar) with the emphasis on
effective usage of satellite data has been developed in China. The forward observationa
operator and its tangent linear and adjoint for satellite radiances are adopted from the software
package RTTOV developed by ECMWEF. A bias correction scheme for input radiances is also
developed. At present only AMSU-A and AMSU-B data over the oceans are used to avoid the
influences of inaccurate computation of surface emissivity and erroneous first guess at higher
levels. In the experiments of typhoon case studies, the assimilation of ATOVS data resultsin
better analyses of both the inner structure of the typhoon and the large scale environment, and
improves the numerical prediction of track and intensity of the typhoon. The assimilation

system will be tested in an operational environment.

Introduction

The sparseness of observational data has been thought of the most serious difficulty
encountered in improving numerical weather prediction in China. During the summer monsoon
seasons, most of the weather systems causing disastrous weather eventsin Chinainitiated either
in the western Pacific or in the Tibetan Plateau where few conventional observations, such as
rawinsondes are available. It is hard to increase the observational information by setting up
new observing stationsin these areas. So the use of satellite observationsis of great importance.
In comparison with the routine weather forecasts for which satellite images are widely used, the
numerical weather model s need quantitative use of satellite observations. There are two waysto
use the space based sounding data such as TOV S radiances in the numerical weather prediction
(NWP). The traditional way is to assimilate the temperature and moisture profiles retrieved
from the satellite observations. The new approach is to assimilate the radiances data from the
satellite directly. Thelatter isthought of superior over the former for the consistent treatment of
observational and background errors. However, the dependence of the radiances observed from
satellite on the atmospheric elements is nonlinear. The radiance data may be assimilated
directly only in a frame of variational data assimilation system. In 2001, a research and

development project aiming at developing new Global and Regional Assimilation and
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Prediction System (GRAPES in short) was launched in China. The variational data assimilation
system capable of handling satellite radiances is one of the main components of the project.
This paper introduces the progress in the development of new data assimilation system with
emphasis on the usage of ATOV S data in numerical weather prediction. The results shown in
this paper are preliminary, so the near future workis also discussed.
GRAPES variational data assimilation

The GRAPES data assimilation system is a lat-long grid points system consistent with the
GRAPES prediction model. The variables analyzed are wind components (u and V),
temperature ( or geopotential height at user’s option ) and specific humidity. Let X stand for the
field of variables to be analyzed, X, the background field and Y the observations. The

assimilation isin fact to minimize the cost function:
_ T -1 T ~-1
J=(Xp—Xa) BT (Xp=Xz)+(H(Xa)-Y) O (H(XZ)-Y) Q)

where B and O are the covariance matrices of background error and observational error
respectively, and H is the observational operator. Special preconditioning based on the square
root of the B matrix is introduced to reduce the scale of matrix computation and to accelerate
the convergence of iterations in minimizing the cost function. The preconditioning is realized
either by arecursivefilter for the regional case or by spectral transformation for the global case.
It is also assumed that both dynamic and mass fields consist of balanced and imbalanced
components, and the background errors of the latter are independent. The flexibility of the
observational operator H alows the use of satellite radiances as observationa data in the
3DVar.
Assimilation of satellite radiances

In the case of assimilation of satellite radiances, the observational operator is the radiative
transfer model which converts the atmospheric temperature and moisture profiles to the
radiances received by the satellite. GRAPES 3DVar uses the fast radiation transfer model
RTTOV developed by ECMWEF. So the operator H in equation (1) becomes:

HX)=RTTOV (1.(1n(X))) )

Where I, and I, are the operators of vertical and horizontal interpolation from the model grid
point to the precise location of the satellite radiances and the vertical levels where RTTOV
defines the atmospheric profiles.

The background field is the short term (6-12 hours) prediction of the global model T213
of the National Meteorological Center of China. In this stage, only radiances for those channels
not sensitive to the deep clouds, surface states and atmospheric temperature at very high levels
(above 10 hpawhere serious background errors exist) are assimilated. In the case of ATOV S of
NOAA-16 and NOAA-17, the data currently assimilated are AMSU-A channel 5-11 and
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AMSU-B 3-5. This channel selection may be rather conservative, so more channels will be

tested in the near future.
The relay HRPT satellite data from NOAA series polar orbiting satellites received in
three ground stations are preprocessed with the software package AAPP introduced from
EUMETSAT in the National Satellite Meteorological Center and made available for numerical
weather prediction. This data set, only covers China and the neighboring area, are used
currently for pre-operational trials of the 3DVar system. Raw satellite datawith global coverage
are expected to be used in the future operational system. The radiances from ATOVS
instruments are interpolated to the HIRS sounder’s field of view. With high-resolution AVHRR
data as well as AMSU data, the SR 150 40N - 50N
cloud detection technique for 1 | | | '
current ATOVS is improved 051
greatly. When available in the 0
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In addition to satellite radiances, conventional rawinsonde observations, cloud motion
vectors from geostationary satellites and surface winds from QUIKSCAT are also assimilated
by the assimilation system. In order to investigate the impact of ATOVS data on numerical
prediction of high impact weather eventsin China, a series of experiments of assimilation and
prediction have been implemented. The results of most cases show positive impacts of ATOVS
data on improvement of the analyses and predictions. The most impressive results are the
reduction of forecast errors of the tracks of tropical cyclones over the western pacific. A case
study is discussed in the next section.

Impact of ATOVS data on typhoon prediction

The case selected here istyphoon N PHOON TRACK
Rammasun 2002. The track of this
typhoon isshownin Fig 3. As
mentioned in section 3, only the
ATOV S data received in three ground s8N |

observation

stations are available for the test. The 36N
prediction model used in thisimpact 34N 1
study is the weather research and 32N 1
forecast model (WRF) developed in

the U.S. Thefirst guessistaken from
the operational global model T213 of

the National Meteorological Center,
China. The analysis by the
GRAPES-3DVar is processed by the
WREF standard initialization scheme to
formtheinitial field of model integration. Three different sets of observational dataare used for
assimilation. The first set, referred to as the control experiment hereafter, only contains the
rawinsondes data available. The second set, the expl, contains the satellite radiances only. The
third set, exp2 hereafter, contains both rawinsondes and satellite radiances. The differences
between the predictions with different observational data sets reflect the impact of assimilation
of satellite radiances on the forecast. To find the difference of fields of geopotential height on
500hpalevel between the above experiments, it is easier to compare the analysisincrements, i.e.
the difference between analysis and the first guess, for different experiments. The increments
are consistent with the coverage of the observational data. When only rawinsondes are used, the
analysisis almost the same as the first guess over the western pacific for there are few
rawinsondes there. The use of ATOV S data changes the flow characteristicsin thisregion. The
positive increment coincident with the subtropical high in the North Western Pacific implies
that the high in the analysisis extended more westward and stronger than in the first guess. In
many cases, the movement of tropical cyclones over the Western Pacific is dominated by the
behavior of the sub-tropical high, so the difference in the position and intensity of the high are
very important for the forecast of tropical cyclones.

s
116E 118E 120E 122E 124E 126E 12BE 130E 132E 134E

Fig 3 Tracks of typhoon Rammasun 2002
Solid line: observation, dashed line:
prediction without ATOVS,
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Fig 4 is the vertical cross sections of temperature (anomaly from the zonal mean), and

tangential wind component along 23 lat of the analysis with ATOV S data. The warm core near
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cyclonic circulation are much weaker in the background fields and similar in the analysis with
only conventional rawinsonde data. Fig 5 shows the analyses of moisture with ATOV'S data.
The background field and the microwave image are also presented in the figure. It is seen from
this figure that the assimilation of ATOV S data results in the analysis of moisture much more
consistent with the cloud pattern around the typhoon.

Fig 6 shows the comparison of predicted fields of geopotential height on 850hpa level with
and without ATOV S data. The analysis used for validation is also presented. It is obvious that
the prediction with only conventional rawinsondes incorrectly forecasts the center of typhoon
in the central Korea Peninsula. The use of ATOV S data improves the forecast. Fig 3 is the
predicted tracks of the center of this typhoon with and without ATOV'S data and the track
observed. The improvement by using ATOV S datais also seenin thisfigure.
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Fig6 Geopotential height on 850hpa. Analysis (upper right), prediction without
ATOVS (upper left), prediction with ATOVS (lower).

Discussion

(1) The positive impacts of assimilation of ATOVS data on the typhoon anaysis and
prediction arefound in thereal case study of typhoon Rammasun 2002. The use of ATOV S data
improves the analyses of the large-scale flow pattern, especially the extension and intensity of
the Northwestern Pacific sub-tropic high, as well the moisture fields and inner structure of
typhoon. The improvementsin theinitial fields result in better numerical prediction of typhoon
track and intensity.
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(2) One of the unrealistic features appearing in the analyzed structure of the typhoon is the
relatively low temperature in the mid-low troposphere and weaker tangential wind in the low
troposphere which can been seenin fig 5. This may be the result of contamination of radiances
by the deep and precipitating clouds near the center of typhoon.

(3) The use of other satellite products may help to further improve the analysis near the center
of typhoon. One possibility is to assimilate the wind information from the satellite, such as
cloud drift wind from geo-stationary satellites or the surface wind from QUIKSCAT. Some
experiments have been done. The results will be reported in other papers.

(4) It has been mentioned that the current channel selection israther conservative. The use of
more channels needs the reduction of errors in the background fields on the upper levels and
improvement of the scheme of cloud detection. These issues will be emphasized in the future
research.

References
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Operational use of the ATOVS radicances in global data
assimilation at the JIMA
Masahiro Kazumori, Kozo Okamoto, Hiromi Owada
Japan Meteorological Agency, Tokyo, Japan

Introduction

ATOV S radiances have been assimilated operationally in the Japan Meteorological Agency (JMA)
globa data assimilation system since 28 May 2003. It replaced TOVS/ATOVS retrievals, which had
been assimilated in the IMA global data assimilation system since 1982. An Optimum Interpolation
(Ol) method had been used in the assimilation system. But, since September 2001, 3D-Var method has
been operational in the system. The current operational system of ATOV S radiances assimilation at the
JMA is composed of two steps. One is the 1D-Var pre-process step (Okamoto, K., Takeuchi Y., Kaido
Y., and Kazumori M. 2002) and the other is main 3D-Var-analysis step. Before being supplied to the
main 3D-Var analyses, radiance data should be passed the 1D-Var pre-process step. In the 1D-Var,
thinning, quality control, channel selection, and bias correction are applied to the radiance data
Level-1D data (Reale 2001) pre-processed by NOAA/NESDIS are used for the assimilation. As a
radiative transfer model, RTTOV-6 (Saunders, 1998 and RTTOV-6 SCIENCE AND VALIDATION
REPORT, 2000) is used in both 1D-Var and 3D-Var.

Before the operational use of ATOV'S radiances, some cycle experiments were performed. These
experiments demonstrated dramatic impacts on forecasts and analyses. As these finding, the
assimilation of ATOV S radiance became operational. This paper focuses on some upgrades in 1D-Var
preprocessor and results of experiments.

1D-Var as a preprocessor

NESDIS 120km ATOVS radiance product (HIRS/3 and AMSU-A), which is pre-processed Level
1D data, is used in IMA. The data undergoes a re-mapping procedure in whitch AMSU-A FOV is
interpolated into HIRS/3 FOV by NESDIS and has the cloud flag and the skin temperature. These data
are thinned at 250km in equal distance. As for AMSU-B, the data are selected at 180km resolution.
This distance is kept constant for all over the world. Beside, clear radiance, closer to analysis time data
is preferred in two satellites data overlapped region. Figure 1 shows the change of used data coverage
from retrieval assimilation to radiance assimilation.

2o NUM_SATEM BUFR=3577 aon NUM AMSUB=3085 202

Fig. 1: Coverage in a six-hour data assimilation window of data from ATOVS instruments on
NOAA15 and NOAA16 satellites. Left panel is for retrieval assimilation (500 hPa
geopotential). Right panel for direct assimilation (Blue:AMSU-A channel6,Green:AMSU-B
channel4).
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Cloud contaminated data are rejected by cloud cost method based on AAPP procedure (Okamoto et.
a. 2002). The surface type (sea, land or coast) is defined by 0.25-degree land mask data set. No
coastal data are used. Identification of seaice affected data is based on SST analysis. The data on the
SST less then 274.15K are identified as data on seaiice.

Asfor channel selection, no lower peaking channel is used, that is AMSU-A channel 4,5 on land. As
for AMSU-A channdl 6,7, some altitude thresholds are set on land and on sea ice. As for AMSU-A
channel 6, over 1500-meter altitude is allowed and over 2500-meter altitude for channel 7. And clear
channels of HIRS/3 and AMSU-B and stratosphere channels of HIRS/3 are also selected for the
assimilation.

In order to use radiances from ATOVS, biases between the observed radiances and those simulated
from afirst guess must be corrected. The IMA scheme for ATOV S radiance-bias corrections relied on
the model first-guess total column water vapor, the analyzed JIMA sea surface temperature, and the
calculated brightness temperatures from AMSU-A channels 5,7 and 10 as linear predictors of the bias
in all channels that were used. The biasis represented by

5
BIAS () =ay,+ 2, a, (X (n)
ajpareconstant, X arethe predictors, J ischannel number and N isscan position index. These

coefficients @, are obtained by satellite and radiosonde collocation for one-year (2002) period. To

calculate brightness temperature, profiles of radiosonde observations were used. A first guess was used
to complement the profiles at no radiosonde observation level. The each coefficients were made for
each scan position. This bias correction scheme contains effects of scan dependence and air mass
dependence (Harris and Kelly 2001). Because of moisture bias and temperature bias at upper
stratosphere in the IMA global model, this bias correction scheme is not applied to HIRS/3 channel
11,12, AMSU-A channel 12,13,14 and AMSU-B channels 3,4,5. Figure 2 shows an effect of this bias
correction. There is complicated scan dependent bias around edge of Level 1D AMSU-A data. But
these biases are removed by this scheme.

B 16 24 32 40 48 58 B 16 24 32 40 48 5B B 16 24 32 40 48 56 B 16 24 82 40 48 56
AMSU-A CH4 AMSLU-A CHS AMSU-A CHB AMSU-A CH7

T 2 T T -2 T -2 T
8 16 24 32 40 48 5B 8 16 24 32 40 48 5B 8 18 24 32 40 48 5B 8 18 24 32 40 48 5B
AMSU-A CHE AMSU-A CHZ AMSU-A CH1O AMSL-A CH11

Fig. 2: Uncorrected bias (Blue line) and corrected bias (Red line) by scan position for each
channel, NOAA16, AMSU-A, from 27 Jun 2003 to 30 Jun 2003.
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Results of experiments

Data assimilation experiments were carried out for two seasons: 27 June 2002 — 9 August 2002, and
27 November 2001 — 9 January 2002. Data configuration of the experiments were:

e Refrieval assimilation(CNTL)

e Direct assimilation without ATOV S retrievals and GM S-5 moisture retrievals (TEST)

In these experiments, IMA GSM (Global Spectral Model) T213L40, 3D-Var assimilation systems
were used. NOAA15 (AMSU-A, AMSU-B) and NOAA16 (HIRS/3, AMSU-A and AMSU-B) were
used. Moreover new cumulus parameterization scheme of global model was jointly used. The direct
assimilation of ATOVS data expanded moisture observation coverage and improved the quality of
temperature and humidity analysis. Then, that led to higher performance of the prediction globaly.

As for temperature field, a dramatic impact was found in upper stratosphere from 30hPa to 0.4hPa.
Figure.3 shows monthly zonal mean temperature for Jul 2002. By using radiances directly, profile of
temperature became very smooth. Figure 4 shows a verification of analyzed temperature and
first-guess temperature against radiosonde observation. Better fits were found in the troposphere and
lower stratosphere.
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Fig. 3: Zonal mean of temperature in the Experiments averaged over the July 2002 and over
longitude. TEST is right panel and CNTL is left panel. The contour interval is 10K.
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Fig. 4: Mean fit of the background (TEST: blue, CNTL: green) and analysis (TEST: red,
CNTL: orange) to radiosonde temperature observations for July 2002. Left panel is Northern
hemisphere, middle panel is Tropics, and right panel is Southern hemisphere)

In the TEST case, ATOV S moisture channels, i.e. HIRS/3 channel 10,11,12 and AMSU-B channel
3,4,5 were assimilated instead of GMS-5 retrieved relative humidity. Figure 5 shows a difference
between analyzed total precipitable water and SSM/I retrival. The left panel is the difference for
CNTL and the right panel for TEST for 15 July 2002. In the TEST case, the difference became small
clearly and particularly this trend is large in tropical region. The result means humidity field became
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realistic by assimilation of ATOV S moisture channel. Because SSM/I data is not assimilated, that can

be considered as independent data.
CNTL-SSMI TPW 12Z15JUL2002 MAX=32.6565 MIN=-27.7688
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Fig. 5: Difference from analyzed total precipitable water to SSM/I observation for 12UTC 15
July 2003. Left panel is CNTL-SSMI, and right panel is TEST-SSMI. The contour interval is
3mm.

Asfor forecast impact, the TEST case has demonstrated positive impacts for the geopotential height
at 500 hPa (Fig. 6). Particularly, substantial positive impacts were found in the southern hemisphere
and in the tropical region. Figure 7 shows a monthly mean difference between RMSE of 24-hour
forecasts from TEST and those from CNTL. The negative value means positive impact. Obvioudly,
impact on dynamicsin southern hemisphere is larger than other area.
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Fig. 6: Mean anomaly correlations for 500hPa geopotential height for the global. Left panel is
for July 2002 and right panel is for December 2001. Each score was calculated by averaging
31 cases.

The forecast scores of the temperature at 850 hPa, wind speed at 250 hPa and sea level surface
pressure were similarly good. Better predictions of the typhoon track were also found out during
pre-operational run in May 2003. Fig. 8(a) is the analyzed field of 500hPa height, Fig. 8(b) is the
24-hour forecast of 500hPa height for TEST (ATOV S radiances assimilation), Fig. 8(c) is difference
from Fig. 8(b) minus Fig. 8(a), Fig. 8(d) is the 24-hour forecast of 500hPa height for CNTL (ATOVS
retrieval assimilation), Fig. 8(e) is difference from Fig. 8(d) minus Fig. 8(a). Fig. 8(f) is comparison of
typhoon track. Red lineis TEST, blue lineis CNTL, black line is Analyzed track. Dotted circle in Fig.
8 showed the change of forecast for peripheral area of subtropic high pressure (5880-meter contour at
500hPa). Forecast of strength of subtropic high pressure became realistic and typhoon track prediction
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was corrected westward. Many good impacts for other typhoon events were also found out.
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Fig. 7: Monthly mean difference of RMSE from TEST to CNTL at 24-hour forecast. Negative
value (Blue color) shows positive impact.
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Fig. 8: Typhoon track prediction during pre-operational run. (a):Analyzed field of 500hPa
height, (b): 24-hour forecast of 500hPa height for TEST (ATOVS radiances assimilation),
(c):Difference from (b) minus (a), (d):24-hour forecast of 500hPa height for CNTL (ATOVS
retrieval assimilation), (e): Difference from (d) minus (a). (f): Track of Typhoon.
Red:TEST,Blue:CNTL,Black:Analysis.

Summary and Future prospect

JMA has started operational use of ATOVS radiances in the globa data assimilation on 28 May
2003. No retrievals from ATOVS radiances and that from GMS-5 have not been used since then.
Experiments prior to the operational use have demonstrated dramatic impacts. The temperature
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profiles in the upper stratosphere and the global humidity field in the troposphere were improved. The
higher accuracy of initial fields of temperature and humidity were confirmed against radiosonde
observation and the total precipitable water from SSM/I. As for forecast skills, positive impacts were
found for the geopotential height at 500 hPa in the southern hemisphere and in the tropical region. The
improvement of short-range forecast was remarkable. And better results on the typhoon track
prediction were a so found out.

JMA has achieved considerable progress in ATOVS data assimilation, but some un-preferable
features are still seen: anomalous change of temperature at some levels in the stratosphere and the
excessive concentration of rainfall in 6-hour forecast. To solve these problems, we continue to carry
out some experiments and improve the bias correction scheme of ATOVS brightness temperature.
Moreover, we are going to assimilate ATOVS Level 1B datato avoid intrinsic errorsin level 1D data.
And we have a plan to update the radiative transfer model from RTTOV-6 to RTTOV-7. A preparation
on Aqua/AIRS data assimilation is underway.
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Locally Received and Processed ATOVS Data in the Australian
Region LAPS Data Assimilation and Prediction System

C. Tingwell, B. Harris, W. Bourke and J. Paevere

Bureau of Meteorology Research Centre, Bureau of Meteorology Melbourne,
Australia

Introduction

The use of 1IDVAR retrievals of ATOVS radiances in the Australian Bureau of Meteorology Local
Assimilation and Prediction System (LAPS) has produced a modest improvement in forecast skill over
that obtained with NESDIS retrievals and represents an important step towards the unification of the
data assimilation schemes employed by the Bureau's local NWP system (LAPS) and globa system
(GASP). The 1DVAR retrieval scheme was implemented in the 29-level operational LAPS system in
September 2002, with 1DV AR retrievals used over the sea and below 100 hPa. NESDI S retrievals are
used to extend the first guess profiles above the top of the model (50 hPa).

An extended 50-level version of LAPS, with the model top raised to 0.1 hPa and nested within a
similarly extended GASP, is being developed to facilitate the assimilation of locally received ATOVS
radiances, processed via the AAPP package. The timeliness of local reception and processing should
improve the amount of ATOVS data available to the LAPS system which, operationally, employs an
early data cut-off. The vertical extension of both models eliminates the need for NESDIS retrievals
and promises a fully unified local/global data assimilation system able to handle radiance data,
whether received and processed locally or sent from overseas centres via the GTS, equivaently. The
results of experiments conducted to date will be presented below.

The LAPS 1DVAR System

In its standard regional configuration, the operational LAPS system covers a domain extending from
65° south to 17° north and from 65° east to 185° east. A tropical version of the system extends further
to the north. Gridpoint spacing is .375° and there are 29 sigma levels extending up to a model lid at
(nominally) 50 hPa. A number of higher resolution mesoscale implementations of the system are
nested within the regional configuration and use the same starting analysis. Operationally, forecasts
are run out to +72 hours in the case of the regional system, and +48 hours in the mesoscale systems.
LAPS employs a cold-start data assimilation strategy which runs over two 6 hour cycles, beginning 12
hours before the forecast basetime with an analysis based on a GASP first guess, followed by two
further analyses based on LAPS 6 hour forecasts. Operational forecast basetimes are 1200 UTC and
0000 UTC. Lateral boundary conditions are supplied from the most recent available GASP forecast
(see figurel.) Because of the requirement to deliver atimely forecast product, the operational system
employs a+1 hour data cut-off at the forecast base-time.
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Fig 1: Schematic representation of a LAPS assimilation-forecast cycle

The GASP 1DV AR scheme (Harris and Steinle 1999) was implemented in the LAPS data assimilation
cycle with few modifications (Tingwell et al. 2002). The input consists of the NESDIS ATOVS
product supplied to the bureau via the GTS. The system computes retrieval error covariance and
applies dynamic Purser type scaling (Eyre et al. 1993) to each retrieval which is presented to the Ol
analysis system in the form of four 1IDVAR thickness layers (below 100 hPa) and three precipitable
water layers (below 300 hPa). NESDIS thickness layers are used above 100 hPa. NESDIS retrieved
temperatures are also used to extend the first-guess profile above the top of the model for use in the
forward calculation. Air-mass dependent radiance bias predictors are computed from the first guess
(Harris and Kelly 2001). In the LAPS implementation of the scheme, bias predictors generated in the
GASP system are employed for the first T - 12 hour retrieval, while the subsequent retrievals, based
on LAPS first guesses, employ separate predictors generated by the LAPS system.

Recent Operational DevelopmentsThe 1DVAR assimilation of ATOVS AMSU-A radiances
from NOAA-15 and HIRS and AMSU-A radiances from NOAA-16 was implemented in the
operational LAPS suite in September 2002. Pre-implementation trials demonstrated that the system
was robust and produced modest positive impact on forecast skill compared to an otherwise identical
system that assimilated NESDIS retrieved temperature and moisture profiles (Tingwell et al. 2002).
For example, S1 skill scores for 48 hour forecasts of 700 hPa geopotential height typically improved
by 0.6 —0.7 points.

More recently, the 1IDVAR system was modified to use the forward model RTTOV 7 (replacing
RTTOQV 6), thus enabling the assimilation of HIRS and AMSU-A radiances from NOAA-17. This
change was implemented operationally in the GASP system in February 2003 and in the LAPS suitein
June 2003. Results from one month parallel testing trials showed that in both systems the impact of
this change on forecast skill has been neutral.
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Current Developments in GASP/LAPS Assimilation

Recent research has focused on the development of a generalized multivariate stetistical interpolation
scheme (GenSl) which is a major extension of the current operational Optimal Interpolation (Ol)
based system. This scheme is posed in observation space to allow for more flexibility in the
specification of the background error covariances and solves the analysis equation iteratively by a
preconditioned conjugate gradient method. It supports both the Australian region and the global
domain NWP systems, and allows large volume data selection and the use of extensive data types and
improved quality control. It can be readily extended to support 3D radiance assimilation. The
software has been implemented to execute both in shared memory and distributed memory computing
architectures.

Parallel trials of the GenSl scheme in both LAPS and GASP have demonstrated a marked
improvement in the skill of forecasts based on GenSl analyses over those based on Ol analyses.
Figure 2 shows the average self-verified MSLP S1 skill score, RMS error and bias for a month of
LAPS forecasts based on GenSl analyses (red lines) and Ol analyses (green lines). The scores were
calculated on a standard verification grid covering the most observation-rich part of the LAPS domain.
The GenSl based forecasts were nested within boundary conditions which had been generated from
GASP forecasts aso based on GenSl analyses. There is clear improvement in forecast skill with the
GenSl scheme, increasing with longer forecast intervalsto again of 2.4 S1 points at +72 hours. RMS
errors are also improved and similar gains are seen throughout the vertical domain of the model.

MSLP verification for laps/GenSl (red) and laps/Ol (green)  April 2003 00Z2+127
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Fig 2: Average MSLP S1 skill score, RMS error and bias for a month of LAPS forecasts
based on GenSl analyses (red lines) and Ol analyses (green lines). The trial period was
April 2003.

A particularly attractive feature of the new scheme is that it provides a single model-independent
executable program file which may be used for al configurations of both the global and regional NWP
models and thus represents a significant step towards the goal of a fully unified local/global data
assimilation system. It is planned to implement GenSl operationally in the first half of 2004.
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The Need for Locally Received and Processed ATOVS Radiances

The operational LAPS suite employs an early observational data cut-off (approximately an hour after
the forecast base time) to ensure timely generation and dissemination of forecast products. Therefore,
timeliness of access to ATOVS data is crucia to the quality of the analyses. Figure 3 shows the
NESDIS ATOVS data coverage typically available to the operational LAPS system via the GTS at
each of the three analysis times of the cold-start assimilation sequence. For comparison, the data
available to the later cut-off GASP system at the corresponding times is shown beneath. We anticipate
that the availability of locally received and processed ATOVS level-1D radiance data to the LAPS
assimilation system will significantly improve the situation with regard to the final anaysis.
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Fig 3: Comparison of ATOVS data coverage in the GASP and LAPS systems for the three
analysis times in a LAPS assimilation cycle. Red points represent NOAA-15, green points
NOAA-16 and blue points NOAA-17.

To facilitate the assimilation of loca radiance data, we have extended the vertical domain and
increased the number of vertical levels to 50 in both LAPS and GASP: the new level distribution is
plotted in figure 4 alongside the current operational 29 level distributions for both LAPS and GASP.
With the 50 level configuration the model lid (nominally 0.1 hPa) is higher than the top level required
in the forward model and thus a purely model based first guess may be used in the forward radiance
calculation. The need for NESDIS retrieved temperatures to extend the first guess profile is therefore
dispensed with and so radiance data unaccompanied by retrieval information (such as locally received
radiances) may be assimilated by the IDVAR system.
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Fig 4: The new 50 level distribution plotted alongside the current operational 29 level
distributions for both LAPS and GASP

Trials of 50 Level Systems

We have begun a series of trials of the 50 level configurations of both GASP and LAPS to test the
performance and robustness of the models under the new configuration. To date only NESDIS
radiance data has been assimilated in these trials. Initial and ongoing trials of the GASP system with
the proposed 50 vertical levels and a comparatively low (T79) horizontal resolution (Harris et al.
2002) demonstrated both robust model performance and improved forecast skill with both Ol and
GenSl analysis schemes. Extension of these trials to the full operational horizontal resolution of T239
required some adjustment of the stratospheric model dynamics — in particular the introduction of
Rayleigh friction and an increase in horizontal diffusion —in order to dissipate stratospheric noise. The
model time-step was also reduced to avoid occasional CFL violations. With these modifications the
T239L50 configuration of GASP, employing GenSl analysis, has run reliably for trial periods of more
than one month.

Forecast verification results are shown in figure 5 in which S1 skill score, bias, RMS error and
anomaly correlation data are plotted for MSLP and 200 hPa geopotential height. Data for the
T239L50 trial are shown as solid lines and that from the corresponding period for the operational
T239L 29 configuration are shown as broken lines. The verification data shown were calculated for
the Australian region and the trial period was April 2003. We note that the impact of the vertical
extension to GASP on forecast skill is essentialy neutral in the Australian region over the forecast
period required to provide boundary conditions for LAPS. Our trials of the 50 level configuration of
LAPS have therefore been nested within boundary conditions provided by the T239L50 GenSl GASP
system.
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Fig 5: S1 skill score, bias, RMS error and anomaly correlation data, plotted for MSLP and
200 hPa geopotential height. Data from the GASP T239L50 trial are shown as solid lines
and that from the corresponding period for the operational T239L29 configuration are shown
as broken lines.

Verification results for a preliminary two week trial of the 50 level configuration of the LAPS system
are shown in figure 6 (red lines) and compared to results from the operational 29 level configuration of
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LAPS calculated for the same period (green lines). Both configurations used GenSl analysis. Shown
are S1 skill score, RMS error and bias for MSLP and geopotential height at 500 hPa and 200 hPa,
calculated on the standard verification grid. These results indicate modest gains to forecast skill in the
upper troposphere with the extension of LAPS to 50 levels.
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Fig 6: S1 skill score, RMS error and bias for MSLP and geopotential height at 500 hPa and
200 hPa for the 50 level configuration of the LAPS system (red lines) and the 29 level
configuration (green lines).
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Summary and Future Plans

Preliminary results from tests of the 50 level GASP and LAPS configurations are encouraging,
although there may well be further work to do to optimise the stratospheric model dynamics, radiation
physics and cloud microphysics. A robust 50 level configuration of GASP and LAPS will then form
the basis for testing the 1DV AR assimilation of locally received ATOV S radiances.

The system we envisage for the reception and processing of ATOVS radiance data is shown
schematically in figure 7. Current work towards the operational implementation of local reception and
processing of radiance data by the Bureau of Meteorology Space Based Observations Section is nearly
complete. Datawill be processed via AAPP to level 1D, encoded into BUFR format and stored in the
Bureau's Real Time Database. It isalso planned to receive global ATOV S radiance data from the Met
Office, also processed via AAPP to level 1D. These data sources will then provide the input to afully
unified 1IDVAR system for GASP and LAPS which will assimilate local and remotely processed
ATOV S radiances equivalently, regardless of source.

Future ATOVS handling

Rolf Space Based
Local reception Observations
Section
HRFT 1D BUFR REAL TIME DATABASE
ASPP EMCODING [T

P 1DVAR

Met Office ] J'

10 BUFR radiances
Gensl
Al SONDE AIREF .
MESDIS / SYMOF METAR SHIP FANALYSIS
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Fig 7: Schematic diagram of the reception and processing of ATOVS radiance data.

NESDIS radiance data will continue to be received and utilised, athough its optimal use in
combination with data processed via AAPP, and the possible cross-calibration issues that may arise,
will require investigation. We also plan to extend the 1IDVAR system to assimilate AMSU-B datain
the near future. A longer term goal is the production of a unified 3DVAR GASP/LAPS assimilation
system.
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Introduction

There have been significant changes in the use of radiance data at NCEP over the last few years.

These changes have included a substantially increased volume of radiance data, an improved radiative
transfer system, an improved forecast model (vertical/horizontal resolution, higher model top,
improved physics), and improved quality control and bias correction techniques. Within an
operational environment, it is necessary to continually maintain and enhance the system to improve the
utilization of data. In addition, several new developments to utilize additional sources of radiance data
(e.g., AIRS, SSM/IS, and geostationary/polar imagery) are under development. Enhancementsin the
use of the satellite data along with the current usage of satellite data will be discussed below.
Experiments underway at NCEP directed towards the use of AIRS radiances, SSM/I radiances, GOES
imager radiances and the use of radiances directly in the SST analysis will be briefly described.

Changesin the use of radiance data at NCEP

The changes to NCEP' s use of radiance data can be divided into three main groups: updates to
radiative transfer, modification to data selection and quality control, and enhancements to data
assimilation and forecast systems. Of course these changes interact with each other within the data
assimilation system. None of the changes produced large impacts on the quality of the resultant
forecasts and analyses, but each represents a small incremental enhancement of the system. These
modifications were implemented into the NCEP operational system on or before 20 Nov. 2003.

The radiative transfer used in the NCEP analysis system uses transmittances cal culated using
OPTRAN as modified by VanDelst et al.(2002). In addition, the radiative transfer cal culations have
been updated using new microwave and IR Line-by-Line (LBL) calculations and recal culating the
OPTRAN coefficients. The system has been set up to incorporate the water vapour continuum both
explicitly and implicitly as part of other calculations. Also, a new high spectral resolution algorithm
for estimating the IR surface emissivity over the ocean has been included. This surface emissivity
algorithm is described more completely in another 1TSC-13 presentation (VanDelst, 2003).

The data selection has been enhanced to allow more control over which observations are selected and
to extract more information from the data. In the new system, the data selection is based on a score
related to how close the observation is to the center of the selection box, the time difference from the
analysistime, and a measure of the likelihood that the data will pass later quality control. This change
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in the data selection allowed many more IR and afew more microwave observations to pass the
quality control. The IR quality control was also modified (primarily because of the large number of
channels available from the AIRS instrument) to base the cloud detection on an estimated cloud
percentage and cloud height from the differences in the observed and simulated brightness
temperatures. This cloud detection change was discussed in a previous I TOV S meeting (Derber et al.,
2002).

General changes to the assimilation system have also been made to enhance the use of al types of
data. Previoudy the atmospheric forecast was assumed to be available either every three hours or just
at the analysistime. The surface fields could only be used at the analysistime. Now, the capability to
interpolate atmospheric fields and surface fields in time regardless of the frequency of the model
output has been included. The analysisis performed twice in the NCEP operational system. Thereis
an early data cut-off (2:45 after the analysis time) from which the aviation and long-range forecast is
run. Thereisalso alater data cut-off (6:00 after the analysis time) from which the 6hr forecast is
created for use as a background in the next analysis. The analysis from the early cut-off can be used as
aguess at the solution (not a background field) for the later analysis. This essentiadly has the effect of
reducing the number of necessary iterations to reach convergence and increasing the number of outer
iterations. Note that assuming complete convergence and the same quality control decisionsin the
outer iteration, the results in the later analysis would be identical whether or not a guessis used.
Unfortunately, the option for using a guessfield is not currently being exercised in the operation run
suite. Finally, considerable effort has been expended to simplify the data handling, streamline the
code and fix afew minor bugs.

These changes were all in preparation for major upgrades to the analysis system currently being tested
or under development. These upgrades include the inclusion of new types of radiance data (as
discussed below) and a new formulation of the background term in grid-space rather than spectral-
space. By performing the calculations in grid-space, we will be able to introduce situation dependent
background errors and hopefully be able to extract substantially more information from the
observations.

Development of new radiance data usage at NCEP

AIRS data

The current trend in infrared satellite systemsisto deploy instruments which produce many high
spectral resolution channels. The first mega-channel instrument available was the AIRS instrument on
the AQUA satellite. For instruments which produced on the order of 20 channels, it was possible to
tailor bias correction and quality control decisions for individual channels. For the mega-channel
instruments, it has become necessary to devel op automated algorithms which can be applied
successfully to large numbers of channels without manual intervention. This has been the major
difference using AIRS versus HIRS data.

The real-time data stream used by NCEP comes from NASA through NESDI S and has been discussed

extensively at ITOVS meetings (Wolf et a., 2002). The 281 channel version of the AIRS data stream
is currently being used. Of the 281 channels, 254 were found to be usable. Channels 73-86 were not
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used because they peak too high in the atmosphere. (Note specific channel numbers here refer to the
original AIRS channel numbers). Channels 1937-2109 were not used since they appear to have non-
L TE effects not incorporated in our radiative transfer. Finally, channel 2357 was not used due to large
observational-background differences which could not be explained by model forecast errors. In
addition, shortwave channels with wavenumbers above 2000 were down weighted and above 2400
removed during the day due to inadequacies in the modeling of reflected solar radiation.

The inclusion of the AIRS data within the NCEP assimilation system was tested in parallel during the
Fall of 2003. During this testing, several modifications were introduced into the system including a
change in the thinning distance from 150 to 225 km and an increase of the specified observational
errors for each channel by .2K to an average of about 1K. These changes were introduced because the
AIRS data was producing very large penalties relative to the other data and was slowing the
minimization procedure. With the use of the new data selection algorithm, which attempts to choose
the clearest field of view available, 38% of the selected radiances passed the quality control and were
used in the assimilation. Further updates to the system have since been introduced based on the Fall
2003 experiments, and additional tests of the AIRS dataimpact are currently underway.

The Fall 2003 experiments showed little impact from the inclusion of the AIRS data. For example, in
Figs. 1 and 2, the average fits to the radiosonde temperatures and the daily 5-day Southern Hemisphere
forecast skill for the control and AIRS assimilation are shown respectively. Similar results are
produced for different observation types and different regions. These figures show the impact was
very small. We believe thisis primarily due to the presence of clouds where the data potentially
would have had the largest impact.
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Fig. 1: RMS and bias for fit to radiosonde temperatures with (dashed) and without
(solid) using AIRS data. Figure on right gives number of comparisons at each level.
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GOES Imager data

Experiments are underway to use the GOES imager datain the NCEP global data assimilation system.
The inclusion of the GOES imager data is intended to improve the moisture fields. The datais being
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Fig. 4: Brightness temperature differences between observations and simulated
observations after quality control

produced by NESDIS and isa 11x17 box average of observations which pass the NESDIS cloud
detection quality control procedures. Initialy only channel 3 isbeing used in the assimilation, while
window channels 4 and 5 are used in the quality control procedures.

In addition to the standard quality control procedures within our analysis system, three additional
quality checks are made to the data. For GOES-12, only box data with greater than a 25% clear sky
fraction are being used while for GOES-10 greater than 10% is necessary. Also, the brightness
temperature standard deviation within abox is required to be less than 1.5 degrees. Finally, GOES-12
data from O6UTC is not used due to the midnight effect.

In Figs. 3 and 4, the distribution of differences between observations and simulated observations from
the background is shown before and after quality control respectively. Thereis a substantial reduction
in the number of observations used by the analysis because of the quality control. However the basic
large scale structure remains the same.

Assimilation and forecast experiments have been performed using this data showing a small positive

impact on the moisture fieldsin the analyses and forecasts. Further experiments are currently
underway, prior to possible operational implementation.
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Fig. 5: Specific humidity differences between simulation with and without SSM/I
data.

SSM/I data

In order to better use the information in the SSM/I data and to prepare for new conically scanning
microwave instruments(e.g., SSM/IS and CMIS), experiments are being performed attempting to
directly use the SSM/I observations within NCEP s analysis system. Initially, we are only attempting
to use the data over the ocean where the surface emissivity is better known. Again, necessary bias
correction and quality control procedures have been developed for this data.

In Fig. 5, the mean differences between the analyses with and without the SSM/I data are shown after
several days of assimilation. Note the general increase in moisture in the tropics and decrease in the
mid-latitudes. Thissignal is consistent with known biases in the forecast/analysis system.
Experiments continue examining the usefulness of this data.

SST analysis using radiances

The SST plays an important role in atmospheric and oceanographic forecast and analysis systems.
While our current operational system using U.S. Navy SST retrievalsis able to attain afairly high
degree of accuracy in the SST analysis, future usage will reguire enhanced accuracy and time
resolution. NCEP has begun a project to improve the SST analysis and to allow the use of al types of
radiance observations directly in the analysis of the SST. Thefirst step of the project isto examine the
impact of using areal atmosphere above the SST field. Since we have afairly accurate depiction of
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the atmosphere above the surface in our atmospheric analyses and short term forecasts, we believe that
we can remove a substantial portion of the atmospheric signal in the data (and possibly use the
information in the atmospheric analysis) and extract more SST information from the data.

To test thisidea, we have produced physical retrievals of SST based on the Community Radiative
Transfer Code, the atmosphere from the NCEP' s Global Data Assimilation System, the SST analysis
from the previous day (as a background SST) and the U.S. Navy Brightness temperatures used to
produce their retrievals. In the physical retrieval, 3 quantities are found; the SST increment,
atmospheric moisture increment, and atmaospheric temperature increment. The atmospheric moisture
and temperature are assumed to not vary with height. Since, the AVHRR channels used are window
channels and primarily sensitive to the near surface temperature and moisture, this should be a good
assumption. However, if sounding channels are used, this assumption will have to be relaxed.

Aswith other radiance data, it was necessary to develop bias correction and quality control procedures
for the AVHRR radiance data. The quality control currently only rejects afew observations since
extensive quality control is already performed on the data by the U.S. Navy. Also, thereis averaging
of fields of view after the quality control which will further smooth out differences and make it less
likely to fail the quality control. Since the datais averaged over several fields of view, itisalso
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difficult to perform an angle dependent bias correction. For these reasons, the original observations
will be used to attempt to improve the bias correction and quality control procedures.

An example of the SST and atmospheric temperature and moisture retrievals are show in Fig. 6. Note
the larger moisture increments and temperature increments in the tropics. Thisis because of an
increased sensitivity to the atmosphere as the amount of moisture increases for channels4 and 5. The
retrievals appear to be relatively insensitive to the background error given the background temperature
but are sensitive to the error supplied to the background moisture. Preliminary assimilation
experiments show some consistent improvement in the SST analysis from the use of these SST
retrievals and a reduction of unrealistic variation between consecutive analysesin the tropics. With
the encouraging results from these experiments, the direct inclusion of the radiances in the SST
analysis and the meshing of the full 3-D atmospheric analysis with the SST analysisis continuing.

Summary and Future

NCEP has continued to enhance the use of satellite radiance data through improved data assimilation
technigques and the incorporation of additional satellite data. Current ongoing new data investigations
include AIRS, SSM/I, GOES imager and AVHRR (for usein SST analysis). Of course, there are
many new observations from new instruments that will become available over the next five years.
However, it is becoming increasingly difficult to get a positive impact from incorporating new satellite
data. Thislimited impact results because many components of the analysis are already well defined by
the current observing system, and for other components, the impact is limited by inadequaciesin the
assimilation system. Thus,successful utilization of all the information in the observing system
requires substantial development of the data assimilation systems, not just the inclusion of additional
data. NCEP is developing a new unified global/regional data assimilation system which calculates the
background error in grid space rather than in spectral space. In this system, we anticipate that local
situation dependent background errors can be utilized and substantial improvement in the usage of
information in all types of datawill result.
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Abstract

The Indian Meteorological Department, New Delhi receives and process NOAA TOVS and ATOVS data
in real time. The physical and neural network approaches have been used to retrieve atmospheric temperature
and moisture profiles from NOAA-16 &17 satellites AMSU data over the Indian region. The earlier training data
set based on global data only for two seasons used in the neural network technique has been replaced by a
new training data set based on regional data over land and ocean for all the seasons. The new training data set
has improved the temperature and moisture profiles accuracy retrieved using a neural network approach
compared to a physical method. The detailed validation and inter comparisons of temperature and moisture
profiles have also been carried out with ECMWF analyses over sea and land separately for different seasons for
the year 2002-2003. The performance of the neural network technique is found to be superior compared to the
physical method.

Recently, temperature and moisture profiles retrieved from NOAA-16 ATOVS data over the Indian
region have been used in a regional NWP model for an impact study. The operational NWP system of the Indian
Meteorological Department is based on a Limited Area Analysis and Forecasting System (LAFS), which
consists of real time processing of data received on the Global Telecommunication System (GTS), objective
analysis by 3-D multivariate optimum interpolation (Ol) scheme and a multi-layer primitive equation model.
Several experiments were performed using temperature and moisture profiles retrieved from NOAA-16 ATOVS
data. Using this data several experiments were undertaken to examine the impact of these data sets on some
of the important weather systems such as monsoon depression, active monsoon conditions during monsoon
2003. The preliminary studies reveal that these additional data have a positive impact on rainfall prediction of
the limited area model. Results of specific cases of impact studies are presented in the paper.

1. Introduction

The Neural Network technique has been used for temperature and moisture profiles using AMSU
observations over Indian regions (Singh, et. al., 2002,2003a and 2003b). An evaluation of this method versus a
physical inversion approach for retrieval of atmospheric temperature and moisture profiles from Advanced
Microwave Sounding Unit (AMSU) measured brightness temperatures is presented in this paper. The evaluation
is based on four different seasons of the year 2002-2003 using ECMWEF analysis data. The results presented
here are only for summer (July, 2002) and winter (January, 2003). Further, comparisons have also been carried
out for the temperature and moisture profiles using NOAA-16 and NOAA-17 satellite data over sea and land
separately.

The Indian Meteorological Department (IMD) (Prasad et al, 1997) has shown the positive impact of this data
in a limited area model. An impact study was also carried out using high resolution (80 km) TOVS temperature-
humidity profile data locally derived at IMD, New Delhi (Bhatia et al, 1999). This high-resolution data was able to
bring out the impact in the synoptic scale prediction associated with tropical easterly wave activity over the north
Indian Ocean. In view of the importance of accurate initial humidity fields in tropical NWP, it is necessary to
maximize use of these data from unconventional sources. With this end in view, the present study was taken up
to study the impact of ATOVS temperature and moisture profile data on limited area analysis and forecast fields.
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2. Data and analysis procedure

Using the limited area analysis and forecast fields as inputs to ATOVS and AVHRR processing package
(AAPP), processed temperature and moisture profiles are being retrieved from AMSU data using the ICI
(inversion coupled imager) software package developed by CMS, Lannion, MeteoFrance and the IAPP software
package developed by the University of Wisconsin, USA. These profiles have also been derived using a Neural
Network Technique. In the present study the temperature and moisture profiles retrieved using the ICI package
have been used using LAM model guess and IAPP without using LAM model guess. However, work is in
progress to feed LAM model guess into IAPP package also. The NOAA-16 & 17 locally processed ATOVS data
have an advantage of more data within the short cut-of-time. Daily 2 to 3 passes data approx. 1100
observations in a singe pass covering the land and ocean area are generally available over the Indian region.

3. Accuracy of temperature and moisture profiles

The temperature and moisture profiles have been retrieved using two different retrieval techniques namely
Neural Network and Physical inversion using NOAA-16 & 17 AMSU measurements. The bias and rms error of
temperature and moisture profiles were computed for the month of July 2002 and January 2003 separately on
land and sea over India and it surrounding regions. These errors have been computed against ECMWF
analyses. It has been observed that these errors are smaller for Neural Network compared to the physical
inversion approach in both seasons over land and sea (Fig-1a, b, ¢c and d). This may be probably due to lack of
proper NWP guess in case of physical inversion method. Further, a comparison has been carried out for
temperature and moisture profiles using Neural Network technique for NOAA-16 and NOAA-17 satellite data for
the month of January 2003. The bias and rms error against ECMWF analysis data indicate that these are
comparable for both the satellites (fig-2a, b, c and d).

4. IMD's operational NWP system

IMD operational NWP is based on a limited area analysis and forecasting system (LAFS) that consists of
real time processing of data received on Global Telecommunication System (GTS), objective analysis by 3-D
multivariate optimum interpolation (Ol) scheme and limited area forecast model. The grid point fields for running
the model are prepared from the conventional and non-conventional data received through the GTS. The data
consists of the surface SYNOP/SHIP, upper air TEMP/PILOT, SATEM, SATOB, AIREP, DRIBU and AMDAR,
which are extracted and decoded from the raw GTS data sets. The synthetic observations such as cyclone
bogusing data and ATOVS temperature and humidity profile data also included as per requirement. All the data
are quality controlled and packed into a special format for objective analysis.

4.1 Analysis procedure and Forecast Model

The objective analysis is carried out by three dimensional multivariate optimum interpolation procedures.
The variables analysed are the geopotential, u and v components of wind and specific humidity. Temperature
fields are derived from the geogotential fields hydrostatically. Analysis is carried out on 12 sigma surfaces from
1.0 to 0.05 in the vertical and 1°x1° horizontal latitude/longitude grid for limited area horizontal domain of 30°S to
70°N ; 0° to 150°E. The generated ATOVS temperature and relative humidity data are included into the regional
Ol scheme as bogus observations. The observations are generally horizontally consistent over synoptic scales,
and very few are rejected by the analysis system. The IMD limited area forecast model is a semi-implicit semi-
Lagrangian multilayer primitive equation model based on sigma co-ordinate system and Arakawa C-grid in the
horizontal. The present version of the model has a horizontal resolution of 0.75%%0.75° latitude/longitude in
horizontal and 16 sigma levels (1.0 to 0.05) in vertical( Prasad et al (1997), Krishnamurti et al (1990). The lateral
boundary conditions are obtained from the global forecasts of the National Centre for Medium Range Weather
Forecasting (NCMRWF), New Delhi.
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5. The impact studies

The impact study was carried out for the active monsoon conditions of 18-22 June 2003, heavy rainfall
events of 9 July 2003 and 24-28 July 2003 corresponding to the movement of a monsoon depression across
central parts of the country. The specific humidity fields were found to be 12-13 g/kg over the monsoon trough
region over central parts of India with a decrease of moisture towards the north. The temperature fields also
showed similar features. These features are consistent with the normal meteorological conditions prevailing
over this area, which confirms that qualitatively NOAA sounding products are good.

5.1 Active monsoon conditions — 18-22 June 2003

During the period a low pressure area was formed on 19" June over Gangetic West Bengal & adjoining
areas with assomated cyclonic circulation extending upto mid-tropospheric levels and it persisted over the same
area up to 23", Another upper air circulation lies over southwest Rajasthan & ne|ghborhood on 19" and
persisted on 20". It moved to northwest Madhya Pradesh and adjoining east Rajasthan on 21* and over west
Utter Pradesh & neighborhood on 22" Under the influence of these systems heavy rainfall occurred over
western and northeast parts and moderate rainfall over central parts of the country. Using the ATOVS data the
experiment was conducted for the above period. The mean humidity analysis at 850 hPa for 18 to 22 June 2003
in the Control run (without using pseudo humidity profiles left panel) and Experiment (with humidity data
included right panel) is presented in Fig.3. The difference in the control run and experiment are clearly visible
and inclusion of pseudo humidity observations has substantially modified the analysis over north and northwest
parts of India where high resolution humidity data was available. The mean wind forecast valid for the above
days and verification analysis are given in Fig.4 & 5. The forecast experiment wind fields after including the
moisture had shown a circulation over west Bengal and adjoining Bay of Bengal that was observed in the
verifying analysis. However, the same was not observed in control run. The 5 day accumulated rainfall based on
24 hour forecast by limited area model valid for 19 to 23 June 2003 are presented in Fig.6, control in the left
panel and experiment in the right panel. The rainfall prediction after including the profile data has shown 20-30
cm over northern parts of India where as in the control run it was 10-20 cm. The predicted rainfall of 20-30 cm is
more close to the observed rainfall over northern parts of India.

5.2 Heavy rainfall event of 9 July 2003

A low pressure area formed on 10" over Haryana and adjoining areas of east Rajasthan & west Utter
Pradesh (northern parts of India) on o evening with associated cyclonic circulation extending up to mid-
tropospheric levels. Under its influence heavy to very heavy rainfall occurred at most places over north and
northwest parts of India and moderate rainfall over peninsula and northeast parts of India. In this case the
humidity analysis at 850 hPa for 09 July 2003 in the Control run and Experiment is presented in Fig.7. In this
case the control run shows humidity of less than 60% over most of the northern parts of India. However, the
experiment fields shows 60-80% appears over the area as against a poorly defined pattern in the control run.
The day-1 rainfall forecast by limited area model valid for 10 July 2003 presented in Fig.8. A marked
improvement is seen in the predicted rainfall pattern over northwest parts of India where the control run was
unable to predict the heavy to very heavy rainfall that occurred at most places over northern and northwest
India. In the control run most of this area showed 3 to 10 mm rainfall and in experiment it shown from 10 to 40
mm, where as the realized rainfall was 30 to 80 mm with isolated heavy rain fall of 130 mm over Delhi.

5.3 Monsoon Depression over the Bay of Bengal (25-28 July 2003)

A low pressure area formed over northwest Bay of Bengal on 24 July near the southern end of monsoon
trough. It intensified into a depression on 25" and further |nto deep depression by evening and moved in a
northwesterly direction and crossed the Orissa coast on 25" morning. After crossing the coast the system
retained its |ntenS|ty for the next two days and moved west northwesterly direction. The system weakened into a
depression on 27" and further moved westwards and weakened into low pressure area over northwest India.
Under the influence of this system widespread rainfall occurred over Orissa, Jharkhand and Chattishgarh,
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central and western parts of India. In this case a marked improvement is seen in the predicted rainfall pattern
over central and northern parts of India. In the control run the accumulated rainfall for 25-28 July 2003 predicted
heavy to very heavy rainfall belt of 20-30 cm as shown (Fig.9) more north of the actual position in the first few
days and more westwards in the subsequent 3 days. However, in the experimental runs the rainfall belt of 5-10
cm lay along the movement of depression with heavy to very heavy rainfall belt of 20-30 cm more concentrated
along the coastal areas of Bay of Bengal and north Arabian Sea and adjoining Pakistan. In this case the heavy
rainfall over northwest India was not captured in both control and experiment where the humidity profile data
over the area was not available during the above period.

6. Conclusions

The training data set based on the regional input for all the seasons has improved the accuracies of
temperature and moisture profiles retrieved from AMSU measurements of NOAA satellite series. During actual
operations of temperature and humidity retrieval, the scheme uses only the satellite measurements and satellite
geometry data, without requiring additional first-guess from modeled profiles. This gives an advantage to many
operational sites including those with limited Internet connections.

The study has brought out a distinct positive contribution of the ATOVS derived humidity profile data,
used as pseudo observations in the limited area analysis scheme. The forecast model runs to study the impact
of the additional humidity data on the rainfall predictions have shown a considerable improvement over
northwestern parts of India, as seen from the corresponding observed rainfall. Maximizations of use of such
satellite-based observations are expected to considerably improve the initial humidity analysis and subsequent
forecasts produced by NWP models.
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Comparison of errors of Temperature profiles using Neural Network and Physical inversion
approaches for NOAA-16 satellite AMSU data
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Comparison of errors of Temperature profiles using Neural Network and Physical inversion
approaches for NOAA-16 & 17 satellites AMSU data
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Mean Relative Humidity (%) Analysis for 18-22 June 2003 at 850hPa level. Left: Control
Right: Experiment
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Mean Day-1 forecast rainfall (mm) for 19-23 June 2003. Left: Control Right: Experiment
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Mean Day-1 forecast rainfall (mm) for 25-28 July 2003. Left: Control Right: Experiment
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Dynamic Inference of Background Error Correlation between
Surface Skin and Air Temperature

Louis Garand, Mark Buehner, and Nicolas Wagneur
Meteorological Service of Canada, Dorval, P. Quebec, Canada

Abstract

One neglected component of the background error covariance matrix used in data assimilation is the
correlation between surface skin and air temperature errors. In the process of assimilating radiances
which are sensitive to the surface, this correlation becomes important as it allows modification of the
background temperature structure in the boundary layer in a more optimum way. In addition, surface
data can influence the analysis of skin temperature through this correlation. The skin-air error
correlation was inferred dynamically, that islocally and temporally, from ensembles of forecasts valid
a the time of analysis. GOES-8 and GOES-10 imager channels were assimilated with and without
skin-air error correlation using the MSC operational 3-Dvar analysis system. The impact of the
correlation is assessed. Changes in the boundary layer temperature corrections of the order of 0.5 to
1.0 K are not uncommon.

Introduction

NWP centers now assimilate microwave and infrared radiances routinely, providing information on
temperature and humidity in the atmosphere. However, most of the information used in NWP has a
sensitivity covering the middle or higher troposphere, i.e. the range 200-600 hPa. Information at low
levelsis lacking, notably over land. Microwave emissivity over land is highly variable as it depends
on soil moisture. The emissivity determination is also a problem in the infrared, but much less severe
than at microwave frequencies. Due to the higher infrared emissivity, typically above 0.95, the
sensitivity of the radiances in the boundary layer (first kilometer) is rather weak, while the sensitivity
to surface skin temperatureis high.

This paper explores the use of surface sensitive IR channels in NWP. In particular, one statistical
parameter of interest is the error correlation between surface skin (hereafter Tg) and air (Ty)
temperatures. This correlation is often set to zero for lack of better knowledge. In doing so, the
analysis is clearly not optimum. NWP analyses are obtained from increments or changes suggested
by the observations to a background estimate, which is typically a 6-h forecast. If the TsT,
correlation is high, significant changes to Tg inferred from IR radiances should trandlate into
significant T, changes in the boundary layer, even if the radiances are weakly sensitive to T, in that
region. In a similar fashion, increments to T, obtained from surface 2-m observations will allow
changes to Ts through the T¢T, correlation. Since the numbers of such surface observations is
considerable, it is argued that the T T, correlation is very important in the determination of a Ts
analysis. Examples of that impact are presented here.

The determination of the T T, error correlation represents a challenge. Here, it is determined from an
ensemble of 64 6-h forecasts valid at the time of the analysis. The forecasts are taken from a recent
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experiment using the ensemble Kalman filter (Houtekamer et al, 2003). The result is a correlation at
the desired resolution which varies locally and isvalid at the time of the analysis.

Determination of the Ts-T, error correlation

The Ts T, error correlation is obtained from that between Ts and T, differences with respect to the
ensemble mean. In fact only the correlation between Ts and T, at the lowest predictive level (near 70
m) is calculated. Knowing that value, the correlation between Ts and T, at other levels is readily
obtained from the T4, T, inter-level error correlation used in the 3D-var system. Because T remains
constant and is not perturbed over oceans in forecast ensembles, the correlation can only be derived
over land by that method. Fig. 1 shows the correlation maps valid at 06 UTC and 18 UTC June 2,
2002. The resolution, rather coarse at 150 km (240 by 120 points), is the same as that used to compute
analysis increments operationally in the global MSC model. The final anaysis is obtained by
interpolating increments at the resolution of the forecast model, which is about 100 km (400 by 200
points). In general, the T<-T, error correlation is high, often exceeding 0.90. It was verified that the
lowest correlations tend to occur at night time (i.e. Asiaat 18 UTC or America/Greenland at 06 UTC)
in regions characterized by surface temperature inversions. In some sectors, the correlation is even
negative.

06 UTC

[ T T T T T 1 09

0.6

.',’1.
i 5

0.3

0.0

18 UTC
ARS £ : 0.6
B {9
p——— 2 .

e = | L *f—"-—mﬁ!_-_.ﬁzﬂ

Fig. 1 Ts-T, error correlation derived from ensemble of 6-h forecasts valid June 2 2002.
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Assimilation results

GOES-8 and GOES-10 radiances from Imager 4 (IM4, 11 p) and IM5 (12 ) were assimilated in
addition to all other data types assimilated operationally. The preparation of the radiance data is
described in detail in Garand (2003). This includes the selection of the cloud free pixels, the
definition of surface emissivity, and the bias correction procedure. The data cover the Americas and
adjacent oceans (10 W-180 W, 60 N to 60 S). Data selected for assimilation are thinned at the
resolution of 200 km, which is reasonable for the assimilation of the water vapor channel (IM3, 6.7 )
but somewhat coarse for the mapping of T.. Anayses were made with and without TsT, error
correlation presented in Fig. 1 for the corresponding two times: 06 and 18 UTC June 2 2002. Fig. 2
shows the resulting Ts analysis increments (by definition the analysis is the first guess plus the
increments). The left panels, without correlation, show increments only where satellite data are
assimilated. Indeed no other type of data can affect the T analysis with the exception of the localized
influence of some TOV S microwave radiances. It is noted that increments tend to be negative at night
(06 UTC) and positive in daytime (18 UTC). This result is in line with that presented in Garand
(2003), i.e. thereis clearly alack of amplitude in the model Ts diurnal cycle. Thistendency islargely
corroborated in the analyses with correlation (right panels of Fig. 2). Through the TsT, error
correlation, surface data are now alowed to contribute to the Tg analysis. Again, the dominant
negative increments at night and positive increments during the day give the comforting signal that
both surface and satellite data tend to modify the background in the same manner. Tsincrementsin the
range 3-5 K are not uncommon.

The left panel of Fig. 3 shows the T, increments, with correlation, at 18 UTC. The changes are
largely positive and in the typical range 1-3 K. The right panel shows the T, (70 m) increment
difference with-minus-without correlation. These differences can only occur in regions where GOES
data are assimilated. Thisis an important result of this study: the magnitude of the changesistypically
of afew tenths of degree, but may localy exceed 1 K. In the verticd, it can be shown that the effect
of the correlation remains significant up to a typical height of 1.5 km. This shows that surface
channels can contribute significantly to boundary layer profiling.

Validation

Figs. 2-3 showed that the T T, error correlation operates as expected. However, there is still a need
to evaluate the impact of the correlation against independent measurements. Another analysis was
done valid at 12 UTC June 2 2002. The numerous radiosonde profiles available at that time were not
used in the analysis. Anayzed profiles made with and without correlation were interpolated at the
radiosonde sites and compared with the observed profile. Comparisons at sites closest to largest T,
differences (i.e. Fig. 3, right but for 12 UTC) were carried out. The impact was found to be positive
at most radiosonde sites. Fig 4-a presents results at Kelowna, British Columbia. The temperature
profile with correlation is clearly improved. There is aso a modest improvement in moisture. For
that station located in the Okanagan valley, the model topography is at 1190 m while the true
topography is at 430 m. This represents a problem for data assimilation based on the difference
between observed (seeing topography at the scale of the satellite footprint, here near 10 km) and
computed radiances. This situation will be alleviated with the next implementation of the global
model at 50 km resolution in 2004. Fig. 4-b shows an example of a negative impact at Kuujjwuag,
Quebec (near Ungava Bay). It was found that the radiance causing that change was located about 200
km north of the radiosonde site. Thus the impact arises from the horizontal propagation of the
observed negative (cold) increment to the warmer and wetter Kuujjwuaq site. This is a sector of air
mass transition. Means to avoid such cases are not trivial, but could be in part minimized by a higher
density of observations coupled with higher horizontal resolution in the analysis. An improved local
estimate of the background Ts error would also help. The negative impact would have been
significantly lessif the radiosonde observation had been assimilated.
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Fig. 3. Left: T, (70 m) increments with T¢-T, error correlation at 18 UTC. Right: difference in
T, increments with minus without correlation.

72



International TOVS Study Conference-XIIl Proceedings

Fig. 4 Temperature (full) and dew point depression (dashed) profiles. Black: radiosonde. Red: with
correlation. Blue: without correlation. Left, @) at Kelowna, B.C. Right, b) at Kuujjuag, Que. Valid 12
UTC June 2, 2002.

Conclusion

Ensemble forecasts are used to infer the Ts T, background error correlation as a function of time and
location. This methodology may appear at first quite expensive. However ensemble forecasts are
developing rapidly at NWP centers and will soon become a routine product. One of the main reasons
these ensembles are made is precisely to derive flow dependent background error covariance estimates
which can then be used in NWP data assimilation. The T¢T, error correlation used here is just one
statistical measure which can be derived from the ensembles. At first glance, this product appears
realistic. The correlation tends to be generally high, with lower values, as expected, in situations of
surface inversions. A remaining problem is to infer the correlation over oceans. There, a reasonable
estimate can perhaps be made based on local estimates of static stability.

It was shown that the T¢-T, background error correlation has a significant impact, in general, on both
the analysis of T and that of T, in the boundary layer. The impact is particularly important where
infrared radiances sensitive to the surface are assimilated. The study also points to practical problems
related to horizontal resolution and horizontal correlation of background errors. It is aso possible to
incorporate a forward operator relating T, and Ts with surface values of temperature and humidity
needed to compute radiances. This approach is currently under investigation. Even with such an
operator, there will still be a need for a good estimate of the T¢-T, error correlation.
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Abstract

A subset of channels from AIRS (Atmospheric InfraRed Sounder) aboard AQUA satellite is
provided operationally by NOAA/NESDIS to Numerical Weather Prediction (NWP) centers.
Studies have been carried out to assimilate this data in the M étéo-France NWP suite. They require
performance monitoring and bias correction of the observations. The impact of the early
assimilation of AIRS on numerical weather forecast is presented.

Infrared radiances are contaminated by clouds in most cases. Therefore, there is a need for a
cloud detection scheme. This study focuses on the NESDIS method (Goldberg et al., 2003) that
has been validated in a comparison study by Lavanant et a. (2003). In order to take more
advantage of the available data, the assimilation of cloudy radiances is investigated, using a
radiative transfer model in cloudy conditions (RTTOVCLD). Results from monitoring and 1D-
Var assimilation experiments are shown.

Introduction

The Atmospheric InfraRed Sounder (AIRS), launched by NASA in 2002 aboard the AQUA
satellite is the first instrument of a new generation called “advanced infrared sounders’ (Aumann
et a., 2003). 2378 channels are avail able within the 3.7-15.4 micron range, most of them showing
an excellent performance regarding their spectral response and sensitivity. The AQUA polar-
orbiting platform provides global coverage of measurements. Thus, an important impact of the
assimilation of AIRS datais expected on weather forecast skills.

On the other hand, new challenges are directly linked to this generation of instruments and they
need to be solved in order to take full benefit of the data. The first and probably main problem is
the dramatic increase of the number of channels (about two orders of magnitude). This results in
communication, computing and storage issues. Since NWP centers have a “real-time” constraint
for dataassimilation, it is currently impossible to assimilate all AIRS channels operationally.

A constant subset of 328 channelsis provided by NOAA/NESDIS for AIRS center pixel of every
other AMSU field of view (i.e. 1 AIRS pixel over 18). Using this product, a first assimilation
suite has been implemented to study the impact of AIRS data on weather forecast.

The potential use of cloudy radiances is investigated in a uni-dimensional, non-linear variational
algorithm. A diagnostic cloud scheme linking temperature and humidity to cloud variables has
been implemented in order to use selected AIRS cloudy radiances to retrieve temperature and
humidity profiles.
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A conservative assimilation suite

AIRS is providing so many channels that it becomes very difficult to tune the assimilation system
for each individual channel. Experiments have shown that mis-using a single channel can degrade
dramatically the whole assimilation. Thusit is much easier to degrade the system than to improve
it. In this perspective, a conservative suite has been operated that relies on simple tools and
should constitute a solid basis for step-by-step developments. An important part of good quality
datais currently rejected in the assimilation, decreasing the impact of AIRS on weather forecast,
but the main concern in this first experiment is to make sure of the quality of the information
introduced in the system.

The NWP system is the French operational model ARPEGE. It is a global spectral model with a
linear truncature T358 and 41 vertical levels. The horizontal grid is stretched with a factor C2.4,
leading to a resolution from 25km over France to 150km at the antipodes. The assimilation
system is a multi-incremental 4D-Var with T107 and T161 truncatures and a stretching factor C1.
The assimilation time-window has a range of 6 hours. In this study the latest version of ARPEGE
isused ; it includes the assimilation of AMSU-A and HIRS radiances.

To perform the assimilation of AIRS data we follow the general steps needed for the assimilation
of a new instrument. Since ARPEGE is very close to IFS model from the European Center for
Medium range Weather Forecast, many tunings are identical to the ones chosen by ECMWF. The
subset from NOAA/NESDIS includes AIRS pixels with a horizontal sampling of about 90 km;
thus no additional thinning is performed. A data quality flag is available in the provided files and
isused as afirst information for rejection. The screening starts with the calculation of the model-
equivalent observation using RTTOV-6M radiative transfer model. Temperature and humidity
profiles are needed to 0.1 hPa, so the model is extrapolated above its 1 hPatop.

A gross check is performed on the observations and departures (i.e. observation minus model-
equivalent observation) for every channel to make sure they stand in reasonable bounds. Then a
first-guess check rejects channels whose departures are not compatible with error statistics. These
statistics are defined very simply : the background error is set constant for al channels, and the
observation errors are defined for wide ranges of the spectrum (0.6 K for upper-temperature
channels, 1 K for lower-temperature channels, 2 K for water-vapor channels).

Within the 324 channels provided in the NOAA/NESDIS subset, severa are blacklisted (i.e. not
used in the assimilation). This is the case for channels peaking above or near the model top
(1hPa) where the model performance is not sufficient, for channels in the ozone band since
ARPEGE only uses climatological ozone information, for channels in the short-wave region that
are contaminated by solar reflection during day-time.

Data over land, where surface emissivity is not known precisely enough, are rejected. The edges
of the scan, showing significant biases in the radiative transfer calculation, are also are not used.

Infrared radiances are contaminated by clouds; the method chosen in this study consists in
selecting pixels that are clear. To achieve this goal, we use the NESDIS cloud detection scheme
(Goldberg et a., 2003) based on several tests using AIRS selected channels and the model Sea
Surface Temperature (SST). First the brightness temperature for a long-wave window channel
(965.43 cm™) needs to be higher than 270 K. Then the model SST is compared to a predicted SST
(from channels 918.65, 965.32, 1228.09, 1236.40 cm™) and during the night-time to a short-wave
window channel (2016.095 cm), with thresholds that have been recomputed for ARPEGE
performance. This scheme has been compared to other cloud detection schemes and to the
MODI S cloud mask collocated with AIRS in avalidation study by Lavannant et al. (2003).
During the day-time an additional test has been implemented, rejecting data where AIRS
VIS/NIR imager shows more than 10% of cloud inside the AIRSfield of view.
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After blacklisting, data-quality and cloud-contamination tests, only a small amount of the initial
data (about 3 %) is flagged “active” and will go through the rest of the assimilation. An example
of the status for window channel 917.31 cm™ is displayed in Fig. 1.

For an initial dataset, a constant bias is calculated for each channel within active data. This flat
bias correction is then applied to the corresponding departures during the assimilation. Fig. 2
represents the initial and residual biases for active data within a 6h time-window.

Fig. 1: Status of AIRS window channel 917.31 cm™ after screening. 6h time-window for
2003/08/01 at 00UTC. Green means active ; purple corresponds to rejected data.

1

0 500 1000 1500 2000

Fig. 2: Observed minus calculated brightness temperatures (in K) averaged for active
data within the 6h time-window as a function of AIRS channel number (1->2378). The
thick solid line represents the bias before flat bias correction and the dashed line
corresponds to the residual bias after bias correction.
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Impact of AIRS data on weather forecast

An impact study is performed on the period from the August 1¥ to August 19" 2003. The
“CTRL” experiment is the most recent ARPEGE suite, while the “EXP’ experiment is the same
suite with the additional assimilation of all the available AIRS data in the 6-hour assimilation
time-window. More iterations are allowed in the second 4D-Var minimisation of EXP in order to
deal with the overhead of information.

Fig. 3 displays the difference of root mean square errors of CTRL minus EXP with respect to
radiosondes. Green lines mean a positive impact of AIRS; red lines correspond to a negative
impact. It is first important to notice that the differences between the two experiments are small.
Considering the conservative approach followed to introduce AIRS data, where most of the
information is rejected, this result is fully understandable.

For geopotential over all domains (Fig.3a), the impact of AIRS is negative above 200 hPa. This
can be partially explained by the bias of radiosondes, used here as verification, that increases with
the altitude but is not currently corrected. When using ECMWF analysis as verification (not
shown), this negative signal is greatly decreased. A dlight positive impact for geopotential over
the whole troposphere is seen at the latest ranges of forecasts, especialy over Europe.

This pattern is also seen for humidity (Fig. 3c) over Europe. Mid-to-high tropospheric humidity is
dightly improved with AIRS for 72-96h range forecasts over the southern hemisphere.
Temperature (Fig. 3b) isglobally neutral, with a small negative impact in most cases at low levels
overlooked by a slight positive effect of AIRS for the rest of the troposphere at long range.
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Fig. 3: Root Mean Square Error (RMSE) of CTRL minus RMSE of EXP with respect to
radiosondes for a) geopotential, b) temperature, ¢) humidity. The X and Y axis define
respectively the forecast range and the vertical pressure levels. Positive values are
represented in green, negative in red.
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1D variational retrieval experiments in cloudy conditions

Developments are on-going at Météo-France for the use of cloudy radiances. For the sake of
simplicity, the problem is currently considered uni-dimensional. The approach is based on a non-
linear 1D-Var agorithm and the aim is to use selected AIRS cloudy radiances to retrieve
temperature and humidity profiles. The observation operator includes RTTOV-7 radiative transfer
Omodel which contains a cloud-processor module RTTOVCLD (Saunders and Brunel, 2002). A
simple diagnostic cloud scheme has been implemented. It reproduces the features from the
operational ARPEGE cloud scheme (Gérard, 2001) with a cloud cover evaluation following Xu
and Randall (1996). Cloudiness has three origins: large scale (stratiform cloud), subgrid shallow
convection and subgrid deep convection over-saturations. For this preliminary study only
stratiform and shallow convection clouds are modelled. Indeed, deep convection requires
precipitation fluxes from the previous time step. The developed scheme diagnoses the cloud
cover, cloud liquid water content and cloud ice water content for the 41 ARPEGE vertical levels.
These output parameters are supplied as input, together with control variables T, q and ps, to
RTTOVCLD.

To be in agreement with our simple cloud scheme, we use AIRS cloud information derived from
the CO,-dlicing algorithm (Lavanant et al., 2003) to select AIRS FOV's covered by low stratiform
clouds (characterized by acloud top pressure around 800 hPa and a high effective emissivity).
Some retrieval experiments in cloudy conditions (Dahoui et a., 2003) result in improvements on
temperature especialy at high levels, and in aless pronounced way on humidity (not shown).
During our validation experiments, we noted that the observation operator (cloud scheme +
RTTOVCLD) is strongly non-linear for a large number of AIRS CO, channels (depending on
cloudiness amount). However for some of the tropospheric channels (listed in Table 1) the
observation operator is nearly linear in every condition. This result confirms the conclusions from
Chevalier et a. (2003). Unfortunately, these channels are far from the influence of low clouds.
One can try to perform retrievalsin the presence of high and medium-level large-scale clouds.

Table 1: AIRS channels used in 1D-Var retrievals

AIRS Channel Wavenumber (cm™) Wavelength (um)

6 650.81389 15.365376
28 656.12392 15.241023
42 659.55137 15.161821
55 662.76824 15.088230
71 666.77337 14.997599
124 680.41240 14.696969
139 689.77010 14.497584
145 691.39968 14.463414
157 694.68279 14.395059
162 696.06025 14.366572
192 704.44434 14.195586
198 706.14606 14.161376

Conclusion and perspectives

AIRS data has been introduced in Météo-France 4D-Var assimilation system in a conservative
manner. The results on weather forecast skills are neutral to dlightly positive. They need to be
confirmed with more extensive experiments and will be improved by adapting the system to the
special requirements of Advanced Infrared Sounders.

Harris and Kelly (2001) bias correction scheme is implemented. It performs a linear regression
with fixed predictors derived from the model fields and scan angle with alatitude dependency. A
new bias correction scheme based on artificial neural networksis also investigated.
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The cloud detection used in this study provides information on a pixel-by-pixel basis. Therefore
most of the information AIRS instrument could bring is rejected because of possible cloud
contamination. We believe that the assimilation of data from cloudy pixels is one of the major
issues for the full exploitation of advanced infrared sounders. A new cloud detection scheme
based on a channel-by-channel basis (McNally and Watts, 2001) that can retain information
above the cloud top is currently under study.

Thefirst 1D-Var experiments of retrievalsin cloudy conditions are encouraging but face the
problem of strong non-linearity for most AIRS channels when they are cloud-contaminated.
Retrieving cloud top pressure and emissivity for the assimilation of channels that peak near the
cloud top could be an aternative and needs to be studied. Finally cloud-cleared radiances
presented by Goldberg et a. (2003) show an important potential benefit for NWP and will be
addressed in a close future.

Even when regarding clear pixels, assimilating only a constant subset of channels means a
significant loss of the available information. On the other hand NWP centers cannot afford to
assimilate operationally all channels the “usual” way and this would be pointless because of the
strong correlations existing between the channels. Data mining needs to be performed and a good
candidate for this operation is Principal Component Analysis as presented by Huang and
Antonelli (2001) that furthermore shows special abilitiesin filtering the instrument noise.
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The assimilation of AIRS radiance data at ECMWF

A.P. McNally, P.D. Watts, J.A. Smith
European Centre for Medium-range Weather Forecasts
Reading, RG2-9AX, UK

Introduction

The NASA AQUA spacecraft was launched in May 2002 and a subset of radiance
data from the AIRS instrument (324 channels from 2378 at 1 sounding location out of
18) have been made available to ECMWEF in near-real-time (NRT) since the end of
October 2002. Prior to this date a significant amount of technical development was
achieved using simulated AIRS data sets routinely provided by NOAA/NESDIS and
some early scientific validation was also performed using a pre-released “focus-day”
of data (for 24 August 2002). As a result of this preparation the processing (i.e.
cloud-screening and monitoring) and assimilation impact experiments were able to
commence almost immediately following the arrival of the real AIRS data. This
memo documents the progress to date and concludes that we now have a safe
“conservative” assimilation system for AIRS which should be considered for a day-1
operational implementation.

Initial evaluation of the AIRS radiance data

Before any assimilation experiments were performed the degree of consistency
between AIRS radiances simulated by our radiative transfer model (RTM) and the
radiances measured by the instrument had to be evaluated. This not only quantifies
the accuracy of the instrument spectral characterization, but also the accuracy of the
RTM. Figure 1 shows mean observed minus background radiance departures for
data determined as clear (the identification of clear data will be discussed in the next
section). It can be seen that the bias indicated by the red line (corresponding to the
post-launch spectral response functions) is generally quite small and certainly at a
level where it becomes difficult to attribute the source of the bias (i.e. systematic
errors in the instrument, RTM or the background fields of temperature and humidity).
The largest biases are found in channels with a strong sensitivity to water vapour
and the shortwave channels with a sensitivity to solar radiation (not currently
modelled by our RTM).

The departure statistics have been found to be very stable in time, but also display
very little air-mass dependence. Figure 2 shows zonally averaged biases for
channels in the 15 micron band of AIRS ranked vertically from the surface to the top
of the atmosphere. On the right hand axis the pressure at which the channel
Jacobian reaches a maximum is shown (i.e. its peak sensitivity). For channels
sensitive to the mid-troposphere and lower stratosphere there is only a small
geographical variation in the bias. Channels peaking near the top of the model
display much larger variations with latitude, but these variations are consistent with
our knowledge of model systematic temperature errors (from AMSUA and HALOE)
and are unlikely to be due to air-mass dependent biases in the AIRS data. Window
channels peaking at the surface also show larger systematic variations, but it is
impossible to distinguish if these are true biases in the AIRS data or systematic
errors in our modelling of the surface emission (i.e. from the model skin temperature
and emissivity) or indeed problems detecting cloud over these surfaces. On balance
it was concluded that air-mass dependent biases were not significant and that
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assimilation experiments could commence with a very simple static (in time) and flat
(in space) bias correction applied to the AIRS radiance data. Standard deviations of
observed minus background departures (not shown) were found to vary between
less than 0.5K for the best channels (dry temperature sounding channels) and 1-2K
for the worst channels (i.e. those sensitive to water vapour and temperatures around
the surface / stratopause). In most cases the random departure statistics for AIRS
were found to be very consistent with values for similar channels on other sensors
(e.g. HIRS / AMSUA) that have been observed for many years.

The identification of clear AIRS channels

The cloud detection scheme for AIRS is described in McNally and Watts 2003 and
will not be reproduced here. In summary it is a novel technique for the identification
of clear channels at a particular location rather that the more traditional approach of
identifying clear locations. Figure 3 shows the location of clear data (shown by red)
in 3 different channels for a typical case. The coverage of clear data in the sounding
channel sensitive to the upper troposphere / lower stratosphere is only occasionally
interrupted by very high cloud, but significantly more data is lost in the channel
sensitive to the mid-troposphere. The window channel coverage is sparse and
corresponds to the limited number of locations where the atmosphere can be
identified as completely clear to the surface. The cloud detection scheme has a
number of tuneable parameters which have initially been set to rather stringent
values. This possibly results in the wrongful rejection of some clear data, but
ensures that errors due to undetected residual cloud contamination in channels
flagged clear are very small.

Assimilation configuration for AIRS radiances in 4DVAR

Following a reasonably comprehensive set of experiments carried out over a 1
month initial trial period in October / November 2002 (at a reduced T159 resolution
and using a 6hr 4DVAR) we converged upon an initial configuration for the use of the
AIRS radiances, the key elements of which are summarized below:

* Input radiance data consists of sampled 1/18 locations and 324/2378 channels

* No assimilation of channels in the O3 or 4.2 micron band (approximately 100 of the
324 channels)

* Over sea, all channels flagged clear (including window channels) are assimilated

* Over land, only long-wave channels peaking above approximately 400hPa are
assimilated

» Soundings are thinned to a horizontal spacing of 120Km preferentially retaining the
clearest

* Flat (single global number rather than varying) bias correction used for each
channel

« Simple observation error assigned to different blocks of channels (0.6K for dry
tropospheric temperature channels away from the surface and stratopause, 1.0K for
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stratospheric temperature sounding channels and 2.0K window channels and
channels sensitive to water vapour).

The testing that led to this configuration considered a variety of performance
measures including the size of analysis increments, the fit to other observations and
forecast impact. The configuration selected is by no means optimal, but rather
represents a reasonably safe baseline system that could be tested as a candidate for
day-1 operational implementation. Many of the data excluded from this configuration
clearly convey valuable information, but were considered higher risk options until
further work on elements such as cloud detection, modelling land surface emission,
ozone and solar radiation could be done. The observation errors are similarly set to
conservative levels. While these almost certainly overestimate the true observation
errors, we currently take no account of inter-channel error correlations and thus
some degree of inflation is justified.

Impact experiments using AIRS radiance data

The baseline AIRS configuration described above has been tested at full resolution
in 12hr 4DVAR using cycle 25R4 of the IFS between 10 Dec 2002 and 19 March
2003 (a total of 100 cases) and is subsequently referred to as “AIRS”. The control
against which the AIRS impact is compared (subsequently referred to as “CTRL”) is
generally the operational system, but a research department experiment was used
prior to cycle 25R4 being implemented in operations.

Changes to the analysis

Figure 4 shows a difference map (AIRS minus CTRL) of RMS analysis temperature
increments at 500hPa (averaged over a ten day period in December 2002). While
the contour interval is extremely fine (shading starting at 0.1K) the map shows that
there are slightly larger increments over the oceans (where most of the AIRS
radiances are used) and a small (but fairly consistent) decrease in increments at
radiosonde stations when the AIRS radiances are assimilated (the large increase
over central Africa originates from the use of AIRS data over lake Chad that is
treated as “sea” in the assimilation). The reduced increments at radiosonde stations
is an encouraging diagnostic and shows that the extra work being done by the AIRS
data in the analysis improves the agreement with radiosonde data.

Systematic analysis increments in temperature and humidity for the AIRS and CTRL
assimilations are shown in figures 5 and 6 respectively as zonally averaged cross-
sections (evaluated over the same 10 day period). It can be seen that the mean
increments are generally rather small and to first order are very similar in the
troposphere and lower stratosphere between the two systems (with the AIRS
increments possibly being slightly larger). In the upper stratosphere there are much
larger differences in the geographical and vertical distribution of mean increments.
As yet these have not be investigated fully, but may reflect the ability of the AIRS
channels to resolve finer vertical structures near the stratopause (we hope to use
lidar and MIPAS data to examine this issue further). The similarity (in the
troposphere) between the mean increments of the AIRS and CTRL is consistent with
the small observed minus background radiance biases discussed previously.

Generally the small changes to the analysis illustrated above are not large enough to
significantly impact the usual observation fit statistics computed over large areas
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(except in the temperature fits above 10hPa where the AIRS slightly improves over
the CTRL). However, the fact that the assimilation of AIRS does not change the
overall fit to other observations (temperature or wind) is also very encouraging as it
suggests that using a very simple “flat” bias correction applied to the AIRS radiances
has no detrimental effect.

Forecast impact

Forecasts have been run from the analyses that assimilated AIRS radiances and
compared to those from the CTRL system. Figure 7 shows forecast error difference
maps (AIRS minus CTRL) for 500hPa height, each system verified using its own
analyses and averaged over the first 50 cases of the trial. Blue shading indicates
where the AIRS forecasts are better and yellow where they are worse than the
CTRL. It can be seen that the assimilation of AIRS has reduced forecast errors at all
ranges. The impact is first seen in the short-range (day-3) forecast of the Southern
Hemisphere and then in the day-5 forecasts of both hemispheres. The positive
signal increases with increased forecast range for the Northern Hemisphere, but
becomes marginal beyond day-7 in the Southern Hemisphere (where the situation
appears to be more a mixture of good and bad forecasts). No signal is seen in the
tropics, but this is due to the choice of forecast variable (i.e. Z500). A positive impact
of the AIRS upon the forecasts of tropical temperatures (not shown here). Larger
samples (100 cases) of area-averaged mean forecast scores for 500hPa
geopotential height have been generated. However, it should be noted that these
have been computed using the operational / CTRL analyses for verification, a choice
that may slightly penalize the AIRS system. Over 100 cases there is still a very
small, but very consistent improvement at all ranges in the Northern Hemisphere (the
results of significance testing are contained in tables 1 and 2 show that the
improvement is statistically significant at the 1% level for day-5). For the European
area (imbedded in the Northern Hemisphere statistics) the positive impact is
marginally clearer, but less significant. In the Southern Hemisphere, only a slight
improvement is seen at day-3 (significant at the 5% level) and beyond this no
improvement is seen over the CTRL (the negative impact at day-10 was not found to
be significant < 10%). The verification of temperature forecasts from the 2 systems
is generally consistent with the height results in the mid-latitudes, but they
additionally show a positive impact of the AIRS in the tropical temperatures at
200hPa . The same statistic for the southern hemisphere shows larger RMS errors
when AIRS data are used, but a closer investigation indicates a large systematic
difference between the AIRS and CTRL analyses, localized to the edge of the
Antarctic continent and not evident at any other level than 200hPa.

Wind forecasts from both systems have been verified and scores at 1000hPa (typical
of other levels) display similar signals to the height verifications, although a positive
impact due to AIRS in the Southern Hemisphere is slightly more evident. In the
statistical significance testing of the forecast impact (shown below) red indicates a
positive impact due to AIRS and blue a negative impact. The percentage figure
indicates the level at which a t-test found the results statistically significant. If no
significance better than 10% is found the result is marked with an X
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Forecast Range Northern Southern Europe
Hemisphere Hemisphere
day_3 5% /1% 5% / 10% X12%
day_5 0.1% /1% 10% / X 10% / 5%
day_7 XX XX XX
Table 1 Significance testing of 1000hPa (first figure) 500hPa (second figure) height forecast
verifications
Forecast Range Northern Southern Europe
Hemisphere Hemisphere
day_3 X 15% 0.1%/0.1% 10% / 0.5%
day_5 0.1%/0.1% 2% /5% 5% /X
day_7 0.1/2% XX X110%
Table 2 Significance testing of 1000hPa (first figure) 500hPa (second figure) wind forecast

verifications

Discussion of results

The assimilation of AIRS radiances with the baseline system described here shows
no adverse effects in the analysis (in terms of the fit to other observations) and
slightly reduced analysis increments at radiosonde locations. Overall the forecast
performance of the baseline AIRS assimilation scheme is encouraging, essentially
showing a consistent positive impact in most areas and parameters. However,
averaged over the 100 cases the impact is small and warrants some discussion.
The assimilation configuration is clearly conservative and a variety of further
enhancements (many of which are already being tested) will be described in the next
section. However, large improvements over the CTRL may also be limited by the
quality of the CTRL system itself. The average level of forecast skill for the CTRL
(that currently uses radiances from 3 AMSUA, 2 HIRS, 3 GEOS and 3 SSM/I
instruments) is very high and over the period tested was significantly better than
forecasts from any other NWP centre. Furthermore, a time series analysis of
forecast skill shows that the CTRL system produces very few poor forecasts or
“busts”. During the 100 day trial no day-5 forecasts of 500hPa height scored less
that 60% anomaly correlation averaged over either of the hemispheres. Verified
over the much smaller European area, still only 6 day-5 forecasts from the CTRL
scored worse than 60%. In 4 of these cases the AIRS system improved the forecast
by 10% or more (4 AIRS forecasts scored worse than 60% over the period, but the
CTRL was never 10% better). Most of the cases where AIRS improves the poor
forecasts correlate with when adjoint sensitivity perturbations to the initial conditions
(rather than “forced” perturbations) were found to have a large effect. However, the
improvements are far less dramatic than those achieved (retrospectively) by the
sensitivity perturbations. Usually cloud was found to obscure many of the sensitive
locations (resulting in very few tropospheric AIRS radiances being used). In the one
case that was relatively clear (24 Feb 2003) it appeared that the some of the
analysis increments due to AIRS did correlate with the sensitivity perturbations, but
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many did not. Overall it is difficult to argue that the assimilation of AIRS is
dramatically fixing bad forecasts on any regular basis. It appears more that the
assimilation of AIRS (with the current configuration) is having a small, but relatively
consistent positive impact upon the forecast skill.

Work in progress and next steps

On the basis of the results presented here, AIRS radiances were introduced into the
ECMWF operational assimilation system on the 7" October 2003.

The areas where we feel the AIRS system can be enhanced in the short-tern relative
to the baseline configuration are listed here in no particular order:

Improvements to the cloud detection will remain a priority. We are reasonably
confident that the current system is safe, but we know clear data is being discarded.
Developments well under way by P Watts and J Smith aim to exploit collocated
visible data and cross-spectral checks to allow a more skilful identification of clear
channels.

The decision to exclude tropospheric channels over land was made early in the
development process and was mainly related to the occurrence of large increments
thought to be associated with missed cloud. Since then many improvements have
been incorporated to the cloud detection and the use of tropospheric radiances over
land will be reviewed.

The issue of bias correction has partially been investigated. While all the results
presented here have used a flat bias correction for AIRS radiances, parallel
experiments have been performed using the traditional air-mass dependent scheme
extended to AIRS. The air-mass dependent correction slightly degrades the fit to
radiosonde temperature data at 200hPa and 70hPa relative to the flat correction
(suggesting some of the air-mass dependence is systematic model error), but slightly
improves the temperature fit at 100hPa. For the 45 cases tested, assimilating AIRS
with the air-mass dependent bias correction results in a slightly degraded
performance in forecasts of Northern Hemisphere 500hPa height. Thus from the
results so far there is no strong incentive to employ an air-mass dependent bias
correction for AIRS. G Kelly is currently investigating to what extent the air-mass
dependent corrections applied to other sensors (e.g. AMSUA and HIRS) could be
relaxed back to a simple flat correction. If this could be achieved without any loss of
NWP performance it may assist our parallel efforts to extract CO2 information.

Much of the AIRS information from the short-wave part of the spectrum has not been
used. While we are probably far from being able to use short-wave radiances
contaminated by solar radiation, significantly more channels than are currently used
could be assimilated at night. However, there are some important additional issues
related to the accuracy of the RTTOV model around 4 microns (for channels located
on the steepest part of the absorption band) and the RTM may need to be upgraded
to 101 vertical levels (currently it has only 43) before significant progress can be
made.
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Finally the observation errors assigned to the AIRS radiances will be reviewed in line
with improvements to the cloud detection, bias correction and our general
understanding of the characteristics of the AIRS data.
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Figure 1 Mean observed minus background radiance biasesfor clear data. Thered line correspondsto
the RTM using spectral response functions (SRF) evaluated after launch, the black to pre-launch SRF.
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Figure 2 Zonally aver aged mean observed minus background radiance departuresfor the AIRS long-
wave channels (15 micron) ranked vertically
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Figure 3 Location of clear data (red symbols) for alower stratospheric channel at 14.5 microns (top
panel), a mid-tropospheric channel at 13.5 microns (centre panel) and a window channel at 11 microns
(lower panel)
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Figure 4 Difference map showing RM S analysisincrements of the AIRS system minus those of the CTRL
for temper ature at 500hPa (averaged over 10 days). Shading startsat 0.1K.

Figure5 Zonally averaged mean temper atureincrements (evaluated over 10 days) for the CTRL (top
panel) and AIRS (lower panel). Shading startsat 0.1K
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Figure 6 Zonally averaged mean humidity increments (evaluated over 10 days) for the CTRL (top panel)
and AIRS (lower panel). Shading startsat 0.01 (deltaQ / Q)
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Effect of Predictor Choice on the AIRS Bias Correction
at the Met Office

Brett Harris
Bureau of Meterorology Research Centre, Melbourne, Australia

James Cameron, Andrew Collard and Roger Saunders,
Met Office, Exeter, U.K.

Abstract

Based on the Harris and Kelly (2001) bias correction scheme used at ECMWF and the
Bureau of Meteorology, a bias correction code was set up at the Met Office to apply
to a given set of channels from the AIRS instrument on the AQUA satellite. Using a
choice of five bias predictors, scan only and four air-mass predictors based on
background fields, various combinations of predictors were applied to a large subset
of AIRS channels in order to determine the optimal set of predictors for the subset.
For this particular subset, it was found that the optimal predictors were the two air-
mass predictors, 850-300 hPa and 200-50hPa thickness.

1. Introduction

The Atmospheric Infrared Sounder (AIRS) is a high resolution spectrometer
with 2378 channels in the range of 640 — 2700 cm™ in the infra-red spectrum. The
instrument is onboard the NASA AQUA earth observing satellite launched on 4 May
2002. The Met Office receives a subset of brightness temperatures of 324 channels, in
near real time from NOAA/NESDIS. It has also developed a cloud detection scheme
Takeuchi (2003) as part of a pre-processing scheme. The radiance profiles
determined to be ‘clear’ are then passed to a 1IDVAR quality control phase. Those
profiles that pass the 1IDVAR quality control are then to be passed to the VAR
assimilation system.

When any radiance is used in a variational retrieval system, a bias correction
needs to be applied, see Eyre(1992). Section 2 details the bias correction scheme used
for the AIRS radiances, and is mainly based on the and Harris and Kelly(2001)
method which uses background fields as air-mass predictors for the bias correction.
Section 3 details the dataset that was used, which was mainly from April 2003, and a
small subset from March 2003. The results obtained from using various combinations
of bias predictors for both the small subset and the larger subset are presented in
Section 4. Section 5 gives a summary of the work performed and some areas of
further work.

92



International TOVS Study Conference-XIIl Proceedings

2. The Bias Correction Scheme

The bias correction scheme, based on Harris and Kelly (2001), uses a constant
global scan bias for each channel, and a set of air-mass predictors which may be
chosen in advance. Those that were available for selection were

1) Thick850 850-300 hPa Thickness.
2) Thick200 200-50 hPa Thickness.

3) T_Skin Surface Skin Temperature.
4) Not Used
5) BriTemp Calculated radiance for the given channel.

Predictor 4 was reserved for total column water vapour, but was unavailable in the
initial experimental bias correction dataset.

This bias correction method attempts to remove both locally and globally, the
bias in observed minus background radiance (O-B), for a large sample of radiance
observations. Once the scan bias has been removed, it is straightforward to show
mathematically, that the predictors with the highest correlation to (O-B), will be those
which are most effective at removing the bias. This is mathematically equivalent to
those predictors which reduce the standard deviation in (O-B) by the largest amount.

3. The Datasets

A large dependent sample was used, in this case for the April dataset, to
calculate the scan bias and the coefficients of the chosen predictors. Only sea points
(not including sea-ice) were used. Also, when calculating the coefficients, the goal of
reducing the bias both locally and globally, is achieved by thinning the data so that
roughly equal numbers of observations for each air-mass type is used. This is
analogous to choosing a uniform spread when performing a one-dimensional line-of-
best-fit regression. This ensures that a clump of data does not dominate the regression
and cause a bad fit to data from under-represented areas. A dightly smaller dataset
was used in the limited March analysis.

90S-60S | 60S-30S | 30S-30N | 30N-60N | 60N-90ON | Global

Total 3935 50468 158164 20222 2073 234862
Thinned | 3935 5873 5811 9157 2073 26849

Table 1. The AIRSdataset used for April 2003.

The data is passed through a set of routines adapted from ECMWF and Bureau
of Meteorology software which has its own internal quality control.. The scan bias
coefficients may be either computed separately or within the regression step for the
air-mass coefficients. In both cases the results appeared identical. In al subsequent
calculations, the scan bias coefficients were computed within the regression. It is
possible to restrict the calculation to scan only, which gave another basis for
comparison when attempting to find the best predictor combination.
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4. Results

Firstly, something must be said about the numbering conventions used in this
paper for AIRS channel numbers. The conventions are the index number 1-324 in the
NESDIS dataset, the AIRS channel number 1-2378, and the wavenumber (cm'™). The
convention used will be, for example, 77(174)[699.668], where 77 is the index in 1-
324, 174 istheindex in 1-2378, and 699.668cm™ is the wavenumber.

a) March resultsusing small channel subset.

Initially only five channels were studied. These were chosen on the basis that
they corresponded to channels which which had weighting functions which reached to
the lower troposphere or the surface. The idea was to investigate the skill of either
the T_Skin or the Thick850 predictors.

| ndex 73 77 85 100 140

Channél 169 174 190 227 914

Wavenumber | 698.276 699.668 704.162 714.782 965.842

Table 2. Theinitial five AIRS channels chosen from March 2003 data.

The bias correction scheme was run for various combinations of predictors
ranging from scan only to the full set of (1235) predictors. After the coefficients have
been calculated, the bias correction is applied back to the full unthinned dataset. For
each of the channels, the global standard deviation for each of the predictor
combinations is compared to the standard deviation of the uncorrected bias.

In asimple one dimensional linear regression, the varance of the corrected
departuresis reduced by afactor of (1-r?) wherer isthe correlation of the single
predictor with the predictant. Similarly, in amulti-dimensional case, it can be shown
that the combination of predictors which gives the greatest reduction in standard
deviation has the most skill, and should apart from sampling issues, give the greatest
reduction in bias. Figure 1 shows the reduction in standard deviation for the sample
channels for various predictor combinations.
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Figl Theglobal standard deviation for theinitial five AIRS channels.
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It can be seen that scan only has very little skill. More surprisingly, P12 aso
shows very little skill except for Ch 227. It is possible to compute the correlation
between the temperature at various levels and the (O-B) departure. For any
temperature level above 900hPa the correlation is very low. This could possibly be
due to the skill of the RTTOV-7 forward model. For some channels there is more
skill for different predictor combinations. For example, P3 has more skill than P5 for
Ch 174. However, the combination P35 has more skill for Ch 914 than each predictor
separately. In total, the combination P1235 does best, but the combination P35
appears to encompass most bias, except for Ch 227 where P12 does show some skill.
However, thisis only an example of global skill, and is skewed towards the tropics as
the full unthinned dataset is used.

What is required is a method to determine the local skill of the predictor
combination against the uncorrected bias. From the large dataset, the (un)corrected
values of (O-B) are computed, and the results analysed using a Cressman analysis
technique onto a 160 x 320 grid. The results are then plotted using IDL to produce a
latitude-longitude plot of the biases. Using Ch 169, the mean bias was plotted for
uncorrected bias, which includes a mean offset in Fig 2(a). The mean offset is
absorbed into the scan bias in Fig 2(b). Figure 2(c) shows the reduction in biasif the
P12 combination is used for this channel. Predictors P3 and P5 aone, are shown in
Fig 2(d) and 2(e) respectively. Finally P35 isshown in Fig 2(f). The combination
P1235 was not substantially different to P12 or P35.

-9 Hear, ke HRS Ch 18R fun 0=F Wazn Bas AFS Ch 155 (o)

Fig 2(a) Uncorrected biasfor Ch 169.  Fig 2(b) Scan bias only for Ch 1609.

0=F Wasn B ARS Ch 155 (o) 0=F Wamn Bros &R Ch 155 (sor]

Fig 2(c) Predictors P12 for Ch 1609. Fig 2(d) Predictor P3for Ch 169.
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Fig 2(f) Predictors P35 for Ch 169.

Fig 2(e) Predictor P5 for Ch 1609.
For these plots, it is clear that the scan bias aone isinsufficient to produce a
good reduction in bias over awide area. It appears P12, P3 or P35 (and P1235)

produce a good reduction, but P5 by itself is also insufficient.
A dataset from January/February 2003 was studied in much greater detail. The

details of numbers of data from various latitude bands is shown in Table 3 below.
90S-60S | 60S-30S | 30S-30N | 30ON-60N | 60N-90N | Global
Total 4189 48994 133838 15940 624 203585
Thinned | 4189 5951 5144 6867 624 22775
Table 3 The dataset used for Jan/Feb 2003.
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Figure 3 The subset of channels used in Jan/Feb 2003 study.
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A much larger subset of channels was chosen for this study, the details of which are
are shown in Figure 3.

After the scan bias was applied to the above channels, various combinations of
predictors were used, and a statistical technique was used to facilitate the viewing of
the mean and standard deviation over latitude bands. The idea was to take an RMS
mean of the bias and standard deviation of the unthinned dataset over each latitude
band, and to plot the results against channel number.
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Fig 4 RMShias by channel number (lower rescaled to exclude uncorrected mean).

Figure 4 shows the RMS bias for a much larger subset of channels. It shows
some interesting features not seen in the smaller original subsets. Going to a much
larger range of channels, appears to show that the predictor sets P12 and P125
produce the a much better overall reduction in bias then using scan only or using the
P35 combination.  Also, since the data is expected to be used over land, it is
considered desirable to not use the possibly inaccurate skin temperature predictor.
Experiments have been performed using the P12 and P125 combinations and can be
found in Collard et. al. (2003).

5. Conclusions

Of all the combinations of bias predictors used, it is suggested that the
combination of the two air-mass predictors (P12) would be the best and simplest
combination, after a scan correction has been applied. Of course, many other
considerations affect the results, such as the cloud clearing scheme and the interaction
with sea-ice. With the datasets given, data assimilation trials are underway to see how
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the AIRS data, with this type of bias correction, can impact on forecast performance.
(see paper by Collard et. al. (2003) for more details in this proceedings).
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Abstract

Observations from the Atmospheric Infrared Sounder (AIRS) are assmilated into the Met Office's
Numerical Weather Prediction (NWP) model. The processng methodology is described with
emphasis on cloud detection and quality control. The impact of the AIRS observations is an
improvement in forecast skill of 0.5-1.0% which is a satisfactory result given the conservative nature
of thisinitial implementation. Future improvements that might fully exploit the potential of advanced
infrared sounders are discussed.

Introduction

For accurate numerical weather prediction (NWP) it is important that the initial state of the
atmosphere is known as accurately as possible. A variety of data sources are currently used to furnish
this information, in particular the global radiosonde network and vertical sounding instruments on
polar orbiting meteorological satellites. Radiosondes provide measurements of temperature and
humidity with high vertical resolution but their spatia coverage can be poor, especialy over the
oceans and in the Southern Hemisphere. In contrast, satellite soundings provide daily global coverage,
but at much lower vertical resolution.

Studies have shown (e.g., Prunet et al., 1998; Collard, 1998; Huang et al., 1992) that higher vertical
resolution (1-2km) than from the ATOVS can be obtained from observations using high spectral
resolution advanced infrared sounders which have close to line resolving spectra resolution and many
thousands of channels.

Assimilation of Satellite Radiances at the Met Office

Figure 1 illustrates how satellite radiances are assimilated within a variational assimilation framework.
In essence, the observed brightness temperatures are compared with simulated observations derived
from the NWP model 6 hour forecast fields from the previous assimilation cycle. The differences
between the two are used to revise the model fields and the comparison is preformed again. Once
convergence is attained, the final revised model fields form the analysis from which the NWP model is
run to provide the forecast.

At the Met Office two important parts of this process, the bias correction and quality control, are done
in a separate pre-processing stage together with a 1D-var retrieval which is used to infer quantities
required to model the observed radiances but which are not available from the NWP forecast fields —
particularly skin temperature and the temperature profile above the top of the model. Included in
“quality control” isthe detection of cloudy fields of view which is discussed further below.
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Fig. 1: Schematic illustrating the assimilation of Satellite Radiances.

AIRS Data and Channel Selection

The Atmospheric Infrared Sounder (AIRS) is the first in a new generation of advanced infrared
sounders to be launched in the first few years of the 21% century. Although it is an experimental
instrument (flying on the EOS-PM — renamed Aqua — satellite), its similarity to future advanced
infrared sounders (IASI on MetOp and CrlS on NPOESS) makes it ideal for preparing the operational
numerical weather prediction centres for these new instruments.

AIRS is a grating spectrometer with 2378 channels at approximately 1cm™ resolution covering the 3-
15um spectral interval (although this coverage is not continuous). It therefore differs from all future
advanced infrared sounders which will al be interferometers.

AIRS data are sent to the operational NWP centres from NASA via NOAA/NESDIS (thanks to the
efforts of M. Goldberg and W. Wolf). At NOAA/NESDIS the data volume is reduced by around two
orders of magnitude, primarily for data transmission reasons. This reduction is done two ways.
Firstly, only onein every eighteen fields of view are used — corresponding to the central AIRS field of
view in every other co-located AMSU-A field of view. Secondly, a subset of 324 channels are sent
that were chosen at NASA/GSFC (Susskind et al., 2003) such that retrievals could be made that could
then be used to reconstruct the observed radiances to within the instrumental noise (around 50 of these
channels were added later to help with CO; retrieval work).

All 324 channels are routinely monitored

(see http:/www.metoffice.com/research/nwp/satel lite/infrared/sounders/airs/index.html), except for
channel 2357 which has been very noisy. In addition all 15 AMSU-A channels from the co-located
field of view are also monitored.

After exclusion of those channels that are sensitive to ozone (which we are not considering) and some

of the higher peaking CO, channels (which not only primarily provide information above the top of
our NWP model but some of which require the consideration of non-LTE effects to correctly model
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the observations), the total number of channelsis further reduced by consideration of the information
content (degrees of freedom for signa) for a variety of atmospheres following the method of Rodgers
(1996). For assimilation purposes, we therefore consider 71 channels during the day and 86 at night;
the difference being due to solar contamination in the shortwave channels during the day that we
cannot currently deal with in our radiative transfer models (some extra long wave channels are
employed in the daytime though). It is anticipated that more channels may be used in the future once
the impact of AIRS is confirmed and the available resources on our new computer (an NEC-SX6)
running our new assimilation system (the Met Office will move to 4 Dimensional Variationd
Assimilation — 4D-var — from 3D-var in 2004) become clear.

Figure 2 shows a typical AIRS spectrum with the 324 channels distributed by NOAA/NESDIS
indicated. Also shown are the channels used for assimilation and the channels used in cloud detection
(see below).
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Fig. 2: AIRS Channel selection. The black points are all the AIRS channels, the 324
channels distributed by NOAA/NESDIS are indicated by the red crosses at the bottom. The
cyan, red and green stars indicate the channels used for assimilation during the day, night
and at all times respectively. Cloud detection channels are indicated by the blue crosses.

Cloud detection and Quality Control
Initial quality control of the observations includes gross checks for reasonable values in all channels
that will be used in the later processing. The atmospheric profiles corresponding to the observations

are aso checked to ensure that they are within the range of acceptable values for the RTTOV radiative
transfer model. Bias correctionisapplied (Harris et al., 2004) before the cloud detection stage.
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A strategy for the treatment of cloud is essential for the treatment of any infrared system that probes
the troposphere. Here we take the conservative approach of only considering those observations
where there is no cloud in the field of view. The cloud detection scheme uses the variational cloud
detection method of English et a. (1999). This method calculates a cost function which is related to
the probability of the field of view being clear given the observations and the calculated clear
radiances based on the 6-hour forecast background profiles.

For AIRS, ten channels are used which are distributed through the longwave window region and the
15um CO, band, plus AMSU-A Channel 3 which is the lowest peaking AMSU-A channel for which
surface emissivity uncertainties are not a problem for this purpose. The AMSU-A channdl is
particularly useful as, compared to infrared measurements, it is relatively insensitive to clouds and
therefore any inconsistencies between this channel and the infrared channels can be interpreted as an
indicator of cloud contamination in the infrared field of view.

Figure 3 shows how the cloud cost function varies with a longwave window channel’s observed-
background (O-B) difference. The O-B in the window channel is often a strong indicator of acloud in
thefield of view, asillustrated by theinset in the figure which shows the full range of observations.
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Fig. 3: AIRS Cloud Cost versus the difference between the observed brightness
temperatures and those calculated using the model 6hour forecast data for a longwave
window channel. Those points where JO-BU < 2K and the cloud cost < 0.4 are considered
clear.

The main pand of this figure shows the cloud costs for cases where any cloud has an impact of only a
few Kelvin on the observed brightness temperatures. In this case one can see that there is a clustering
of points where the longwave O-B difference is less than 2K and the cloud cost function is less than
0.4K. When one considers the symmetry of the plot and remembers that clouds rarely cause O-B to be
positive, it seems reasonable to assume that these points will correspond to observations that may be
considered clear.
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At this stage, the O-B differences are checked for all channels that are to be used to ensure they liein
the +20K range, i.e., that there are no channels with gross error when observations and background are
compared.

As mentioned above, part of the pre-processing before the observations are presented for assimilation
is a 1D-var retrieval in order to determine the temperature profile in the stratosphere and the surface
skin temperature neither of which are available from the model in the full assimilation stage. A by-
product of this process is that the 1D-var retrieval serves as afina quality control; if the minimisation
at the 1D-var does not converge or converges with a high cost function value, the observation may
also be problematic at the 3D-var stage and is best rejected (at least in this initial, conservative
implementation).

Figure 4 shows a histogram of the fina cost functions after the 1D-var minimisation. Theory states
that the expected mean value of the cost function (which here is normalised by the number of
channels) is 0.5 with a standard deviation of 1/v/(2x[Number of Channels]), when all errors are known
and Gaussian and the problem is linear. With these caveats, the fact that the 1D-var cost function has
a distribution similar to that which theory predicts is very encouraging, as the assumed background,
observational and forward model errorsare al likely to be different to reality.
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Fig. 4: Histogram of final 1D-var retrieval cost. The dotted line indicates the theoretical curve
given perfect knowledge of observational, forward model and background error covariances
and a linear problem. Given the uncertainties in these errors, the distribution of 1D-var costs
is very encouraging. Also shown is the cut-off employed so as to not assimilate those
observations which caused problems in the 1D-var minimisation step (not shown are around
ten cases where the cost function is between 1 and 4).

When the 1D-var final cost function is large, this is an indication that the 6 hour forecast and the
observations differ significantly. This may be dueto areal difference between the forecast and redlity,
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but it is more likely that there are errors in the observations that preclude closer convergence. Cloud
contamination that was missed by the cloud detection scheme is one possibility. Observations with
final 1D-var cost function values greater than 0.6 (chosen with reference to the information displayed
in Figure 4) are therefore not passed to the assimilation stage. This is the final quality control step
apart from the thinning of observations to ensure that observations within 154km of each other are not
assimilated to ensure that the assumption of independent observations (i.e., no horizontal error
correlation) isvalid.

Results of Initial AIRS trials

The results of the initial AIRS trial are summarised in Figure 5 for a four week period in December
2002/January 2003. Here are shown the fields that are used in the evaluation of the “NWP Index”
which is the primary figure of merit in the Met Office for evaluating the accuracy of NWP. In almost
all fields the impact of the assmilation of AIRS observations is positive (i.e., there is a reduction in
RMS error). The overall impacts are an increase in skill of 0.5% when verified versus observations
(sondes and surface observations) and 0.7% when verified versus the anaysisfields.
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Fig. 5: Preliminary assessment of the Impact of assimilation of AIRS radiances on forecast
accuracy (percentage change in RMS error, so negative values are an improvement). The
fields considered are the mean sea level pressure (PMSL), the 500hPa height (H500) and
the 250hPa winds in the extra-tropics and, in the tropics, the 250hPa and 850 hPa winds.

Discussion
An impact of 0.5-1.0% on the NWP index is very encouraging for an initial trial of the use of these
data. In evaluating this impact one must consider that the information supplied from AIRS is in

addition to that already supplied from two operational ATOV S instruments, the AMSU components of
which have much greater spatial coverage dueto their relative insenstivity to cloud.
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Given the conservative nature of this initial implementation, there are many possible routes to explore
to get alarger impact from AIRS data.  These fall broadly into the categories of using more channels,
using more observations, better specification of errors, better quality control (including cloud
detection) and better bias correction. It is expected that exploration of the first three of these
categorieswill be most fruitful in the years ahead.

The use of a greater number of channels, or the information from them, isimportant primarily through
reducing the signal-to-noise ratio on those atmospheric signals with fine vertical structure. This may
be achieved most efficiently through the use of super-channels, reconstructed radiances or even
retrievals (most NWP centres have only in the last few years abandoned retrieval assimilation in
favour of direct assimilation of radiances). It should be noted that both reconstructed radiances and
retrievals both include additional a priori information (most likely climatological) that might adversely
effect the analysis for the NWP forecast.

The key to using more observations will be improved treatment of fields of view that contain clouds.
The spectral signatures of clouds, temperatures and molecular abundances in a high-resolution infrared
spectrum are separable, and there is certainly scope to extract useful information from these
observations. Current approaches include the identification of channels that are not sensitive to levels
in the atmosphere at and bel ow the cloud top and cloud clearing methods (which make use of auxiliary
data to reconstruct the observed radiances that the clear column would produce). More advanced
schemes based on variational principles and the explicit treatment of the clouds' optical properties will
be explored.

The correct specification of observational and forward model errors is crucia to properly exploit the
datain the manner described above. In particular, accurate treatment of inter-channel error correlation
will be crucial in preserving the information contained in the subtle variations between channel
radiances which are crucia in observing structures with small vertical scales.

Conclusions

Initial results from the assimilation of AIRS radiances show improvements in the main fields
considered for NWP evaluation of 0.5-1.0%. This is encouraging given the conservative approach
employed, especially considering that the total data volume (i.e., channels x fields of view) is reduced
by afactor of ~10000 before the observations are presented to the assimilation system. It is planned to
make the assimilation of AIRS data operational in the global NWP model at the Met Office during the
spring of 2004.

More aggressive use of these data may produce bigger yields in terms of impact on forecasts, but care
must be taken to ensure that the extra data do not degrade the forecasts through, for example,
contamination from cloud signals. The efficient use of all the spectral information and the use of more
data in cloudy areas are priorities for future improved exploitation of this exciting new type of
observation.
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Summary

The atmospheric Infrared Sounder (AIRS) was launched in May 2002 on board the AQUA platform.
This new high spectral resolution instrument provides 2378 channels covering the spectral range
between 650 cm™ to 2700 cm™ which allow a good “stand-alone” description of the clouds in the fov
by processing an adapting subset of channels.

For the time being, in most operational analysis systems, the assimilation of the satellite radiances is
limited to the cloud-free pixels. The assimilation of the AIRS radiances in clear conditions is already
defined at Météo-France and is presented in full details in this issue (Auligné and al, 2003). In
parallel, developments are on-going for the assimilation of the AIRS cloudy radiances.

This paper focuses on the validation of various cloud-detection schemes applied to AIRS spectra. The
clouds are detected and characterized, in height and cover, by using the NESDIS, ECMWF, CO,-
slicing and MLEV schemes. Short description of the four methods is given in this paper. AIRS
radiances biases correction is required before any cloud detection and is presented. The resulting
AIRS cloud description is then evaluated by using independent information retrieved with the Météo-
France cloud mask applied to co-registered MODIS imager data and taken as our reference.

Status on this comparison and on the validation for a ten days period over the North-East Atlantic is
presented.

Introduction

The validation of “stand-alone” AIRS cloud—detection schemes was primarily done for a better
understanding of the capability of the high spectral resolution for an improved cloud description. The
second issue of that work was to determine their remaining limitations compared to the imager
capabilities. It was also a way for starting the definition of a more precise cloud detection scheme
using the full high spectral resolution for the future METOP/IASI instrument.

As we do not have a direct broadcast system for the AQUA platform at the CMS, we got levellb
MODIS, AIRS and AMSU data provided by the NASA/GSFC DAAC web site for only a ten days
period from 10 to 20 April 2003 in the North Atlantic. The desarchived 35 granules cover different
interesting day and night situations with a variety of cloud types. Only sea situations have been
processed. The AIRS data are full resolution spectra and the levellb files contain the localization data
for all the instruments which avoids re-doing that complex pre-processing. The first period from 10 to
15 April was used as a training period for the computation all the necessary thresholds and biases
coefficients of the models and the validation is done on the second period from 16 to 20 April.

For simulating clear radiances necessary in the ECMWF, CO,-slicing and MLEV schemes, we used
the RTTOV-7 forward model together with the nearest in time and location French ARPEGE NWP
atmospheric background. Same biases corrections were applied to the 3 schemes and the same sub-set
of channels was used in ECMWF and CO,-slicing models.
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MODIS cloud description

The Moderate Resolution Imaging Spectroradiometer (MODIS) on board the AQUA satellite, is
primarily designed for cloud imaging and sea surface temperature. The cloud mask used in this study
is an adaptation to MODIS of the NWC SAF package with only MODIS channels similar to SEVIRI
channels used (LeGléau and Derrien, 2002). Three output parameters are retrieved; the clear/cloud
flag, the cloud type and the cloud top temperature and height.

The cloud mask is based on the fact that the spectral behavior of clouds and earth surfaces are
different in window channels. The method chosen is a multispectral technique applied every pixel
which is efficient in term of computing time and is relatively easy to adapt. The method was
prototyped with AVHRR and GOES imagery and tuned to SEVIRI and MODIS spectral conditions
even before data were available. The thresholds are applied to various combinations of channels and
depend on the geographical location, on the solar illumination and viewing geometry of the pixel.
Thresholds are computed in-line from constant values from experience, from tabulated functions
defined off-line through RTTOV simulations, from external data such as NWP forecast fields of land
surface temperature and total water vapor content and from climatological atlas of sea surface
temperature and albedo. For opaque clouds, the cloud top temperature is obtained through the best fit
between simulated and measured 10.8um brightness temperatures. For high semi-transparent clouds,
two methods are used: the CO,-slicing method which makes use of the fact that the variation of the
radiance with height and cloudiness is not the same for a window channel as for a CO, sounding
channel. An alternative approach called the H,O/IRW intercept method based on an IR window and a
WYV channel histogram analysis, is applied when the CO,-slicing method fails.

Estimations of the accuracy and limits of the cloud mask have extensively been done for
AVHRR/HIRS and GOES data during several years, by the NWC SAF team. Validation for MODIS
and SEVIRI is in progress. Figures 1 illustrate the efficiency of the cloud mask with the measurement
conditions. The left figure shows the comparison of the cloud cover (in octa) automatically derived
from GOES-East measurements and visually observed in meteorological stations (SYNOP
observations) over continental mid-latitude regions. The right figure shows the accuracy of the cloud
top pressure retrieved with HIRS sounding channels, similar to MODIS channels 32 and 34, when
compared to coincident lidar observations.
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Figures 1. Imager cloud mask accuracy. The left figure shows the comparison of the cloud
cover (in octa) from GOES-East data and SYNOP observations in mean and standard
deviation for different illumination (day, night, twilight, all) and for continental mid-latitude
regions. The right figure concerns the cloud top pressure retrieved with HIRS compared to
coincident Lidar measurements (Courtesy NWC SAF team).

For more details see www.meteorologie.eu.org/safnwc
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MODIS and AIRS mapping

The processing of the MODIS pixels mapped inside the AIRS fov is an efficient way to detect small
amount of clouds because of its high spatial resolution, to determine the number of cloud layers and
the complexity of the situation. Also, the imager processing provides accurate cloud top pressures for
opaque layers, mainly at medium or low levels. For semi-transparent clouds, the method used for
computing the layer temperature is a CO,-slicing method but with less channels than for AIRS. The
two methods are then complementary.

The mapping of MODIS and AIRS is based on their navigation information given in the levellb data
and on the scan geometry of the two instruments. An adjustment in line and pixel of the MODIS data
in the AIRS fov is done through the minimization of the differences between AIRS brightness
temperatures convoluted on MODIS 32 filter and corresponding MODIS observations averaged on
the AIRS ellipse. The adjustment depends on the AIRS scan position. Precise ifov adjustment was
also tested using the VIS/NIR AIRS imager but for our test dataset the method did not improve the
results. Figure 2 shows the statistics of the departure for a four days period corresponding to 20 day
and night granules. Figures 3 give an example for one granule of the cloud types inferred with the
MODIS cloud mask and for the same granule of the differences between AIRS and MODIS for
MODIS channel 32 at the AIRS resolution.

From the MODIS cloud type and temperature characteristics, up to 3 cloud layers are allowed in the
AIRS ellipse, each of them with a cloud cover, a cloud classification and a top temperature. A
situation is declared clear if less than 5% of MODIS pixels are cloudy in the ellipse.

MODIS 32 - AIRS collocation
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Figures 3: in right example for one granule of the cloud types inferred with MODIS and in
left for the same data the differences at the AIRS resolution between AIRS and MODIS for
MODIS 32.
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AIRS bias correction

The comparison of observed and computed radiances shows the presence of systematic errors arising
mainly from errors in the radiative transfer model, instrument measurement/calibration problems or
problems in the model fields themselves. The model we used in this study to evaluate the biases of
each AIRS channel j in the CO, band is based on the collocated AMSU-A observations:

Ao(j)+ Zi:l . (Ai(j)«(yi —;)) + AI(TWVC -TWVC) + Aro(Ts —Fs) + Ai1+*sec

Y= AMSU 6, 8,9,10,11,12,13,14
Ts = Surface temperature
Sec= secant of the viewing angle

In our case, for this dataset and this part of the spectrum, the results were slightly better using a
correction based on AMSU-A data than with the Harris and Kelly (2001) model usually used in the
course of NWP assimilation.

The coefficients were computed on the training period from all AIRS situations declared clear with
MODIS mapped in the fov and they were then applied on every AIRS situation of the second time
period. The correction is done before the AIRS cloud detection and identically for the ECMWF, CO,-
slicing and MLEV methods. Indeed, the accuracy of the retrieved cloud information highly depends
on the correct simulation of the clear radiance Rclr. Figures 4 show, for this second period, the
statistics in bias and standard deviation of the departure between RTTOV7 simulated and observed
brightness temperatures before (lower figure) and after (upper figure) the bias correction.
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Figure 4: statistics in bias (blue curves) and standard deviation of the departure between
RTTOV7 simulated and observed brightness temperatures before (lower figure) and after
(upper figure) the bias correction.
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NESDIS AIRS cloud detection

The purpose of the NESDIS cloud detection scheme (Goldberg and Zhou, 2002) is the detection of the
clear situations, without any cloud characterization in height. It is a very fast model based on an
empirical combination of 3 tests applied to AIRS channels and co-registered AMSU-A channels:
1. AIRSgy, 2112— AIRS 2112 <Thresl (=2K)
The simulated AIRS channel 2112 (2391 cm-1) is function of AMSU-A 4, 5, 6 and of the
scan and solar zenith angles
and
2. AIRS 2226 (2532cm-1) — AIRS 843 (937.92cm-1) < Thres2 (=10K) (night)
3. Thres3 < SSTgyuess - SSTgim < Thres4
The guess sea surface temperature comes from the nearest French NWP forecast field. The
simulated SST is function of the observed AIRS channel numbers 791 (918.747cm™), 914
(927.122cm’™), 1285 (1228.225¢m-1) and 1301 (1236cm-1).

At the time of this study, only pre-launch coefficients were available and slightly different results
may be found using the post-launch values.

The NESDIS cloud detection is interested because it does not need to apply a channel bias correction.
Also, it is relatively independent of atmospheric prior information, except for sea surface temperature.
However, to be accurate, it is important to tune the different thresholds to the concerned time period
and geographical location. Figure 5 shows simulated AIRS SST compared to NWP SST for the
training dataset. Thresholds of -0.6K and 3.3 K allow the detection of about 99% of the clear
situations and more than 95% of the cloudy situations.
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Figure 5: simulated AIRS SST compared to NWP SST for the training dataset.
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ECMWF AIRS cloud-free channels selection

The ECMWF scheme (McNally and Watts, 2003) aims to detect channels affected by clouds.
Unaffected channels are potentially useful for the NWP assimilation system.
The scheme performs the detection in several steps as follows:

e Simulated AIRS spectra are generated using the nearest NWP forecast profile and the
RTTOV7 forward model. Bias correction is applied on each channel.

e [Each channel is assigned to the lowest Py level at which the radiation effect of one opaque
cloud layer at Py, defined as (|[Rclr —Rcld(Py)|)/Rclr , is less than 1%. The (measured —
simulated) Tbs are then sorted according to the assigned level into five spectral bands at 15, 9,
7,4.5 and 4.2um.

e A low pass filter is applied on the ranked information in order to smooth the instrument noise
and the cloud emissivity effect.

e Based on the assumption that, when looking downwards, a cloud signal monotonically
increases in the channels ranked space, all channels with a (measured — simulated) value less
than a threshold are considered as cloud free channels above the cloud layer.
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In this study, only the 15um band was used which concerns 124 channels from the 281 selected
channels sent at that time in near-real time by NOAA to European NWP centers. A unique cloud
status was given per AIRS fov and not per channel.

CO,-Slicing Cloud characterization

Calculation of the cloud-top pressure and the effective emissivity is done with the CO,-slicing method
as described by Menzel and Stewart (1983) and Smith and Frey (1990).

(Rclr — Rmeas),  Ney(Rclr — Reld),
(Rclr — Rmeas),,,  Ne,,.(Rclr — Reld)

Rmeas: measured radiance

Rclr: clear radiance computed from a collocated forecast for the same fov
Rcld: black-body radiance at the cloud level n

k= channel in the CO, band

ref= reference window channel = 979.1279 cm-1

= pr
ref

To summarize the method, the function fpc is computed for each pressure level of the RTTOV7
forward model and the cloud top pressure is the level which minimizes the function. This is done for
several channels and the final cloud pressure is the weighted average:

peld = X (peld(k) w2(k)) / w2

with W = 8fpc / Slnp the derivative of the cloud pressure function
Then, the effective emissivity is computed for the reference window channel by:

Ne= (Rclr — Rmeas )ref / (Relr - Reld )ref
The method assumes that the cloud is a thin layer. A first test determines the situation clear if the
departure between clear and cloudy radiances is less than the radiometric noise*sqrt(2) for all the
channels. The cloud resulting information is flagged bad if the retrieved cloud emissivity is smaller
than O or larger than 1.2

We used the CO,-slicing method for the same 124 selected channels than for the ECMWF scheme
from 649.612 cm-1 to 843.913 cm-1. This spectral region provides the best sensitivity to both cloud-
top pressure and effective emissivity.

MLEYV cloud characterization

The Minimum Local Emissivity Variance scheme (Huang and al, 2003) takes advantages of semi-
continuous high spectral resolution spectra. It is a physical method which assumes the slow spectral
variation of the cloud emissivity in the CO, band. The method simultaneous retrieves the cloud
altitude and the effective emissivity spectrum.

For a cloudy or a partially-cloudy fov, the effective cloud emissivity spectrum is given by:
Ne(v) = (Rmeas(V) — Relr(v) ) | (Reld(v) — Relr(v)
The altitude level which ensures the smallest local variation of the effective emissivity is considered

as the optimal cloud top pressure solution. For that, we compute the local variances over Av=5cm-1
local bands:

Var, (v)=Z [Ne(v) - moy(Ne(v))]2  in [v-Av/2, v+Av/2]
The cloud pressure is the one which minimizes the mean value X[Var, (v)] in the CO, spectral band
between 650 cm-1 and 850 cm-1.

For this method, we also used RTTOV-7 and the same NWP background as for the previous two
methods for simulating the AIRS clear radiances at each level, for each situation and all channels in
CO, band. However, we did not yet implement a channel sensitivity to pressure of the local variance

dVar, (v) / dlnp as we did it in the CO,-slicing method.
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Results

The following results correspond to the processing of the second part of the dataset from 16 to 20
April. Dynamic coefficients and thresholds applied in the treatment have been first determined on the

training part of the dataset.

Clear sit. correctly detected Cloudy sit. correctly classified
Day night day night
Number of situations 2799 5470 28510 57719
NESDIS 83.42% 85.52% 87.83% 94.80%
ECMWF 82.67% 88.45% 88.07% 94.36%
CO2-slicing 75.85% 84.11% 89.05% 94.62%
MLEV 76.77% 82.07% 84.33% 91.45%

Table 1: Overall cloud masks efficiency in % of the four schemes for day and night illumination.

For all the granules, we did a systematic visual comparison (not shown here) of the different cloud
parameter fields with the corresponding MODIS fields. For all schemes and granules, synoptic cloud
patterns are correctly detected. Tablel shows the overall cloud masks efficiency for the different
schemes when compared to MODIS. It should be noted that of course the MODIS mask has its own
weakness which contributes to the comparison. Nevertheless, the results are very encouraging
indicating that the clouds can be efficiently detected with AIRS alone. Results during the night seem
systematically better; this could be due to a better accuracy of the background SST used in the four
models.
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Figures 6: cloud-detection masks efficiency in %, function of the cloud layer cover (lower left
figure), of the cloud pressure (upper left) and with the different cloud categories (lower right)
given by MODIS. The categories are for opaque clouds Very low, Low, Medium, High, and
Very high and for semi-transparent clouds Thin, Mean, Thick optical thickness and clouds
above others. A last category defines fractional clouds at the MODIS resolution. The upper
right figure is a ‘zoom’ for the fractional and unclassified clouds by MODIS.
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Figures 6 give more details on the cloud-detection masks efficiencies for different characteristics of
the cloud layers (cloud cover, pressure and types) inferred with MODIS. For all schemes, small
amount of clouds are still difficult to be retrieved. Also some clouds near the surface are missed. From
a personal discussion with G. Aumann, the use of the super-window channel at 2616cm-1 (which is
not a MODIS channel) should greatly improve the detection of small amounts and low-level clouds.
This channel is already used in the NESDIS post-launch detection scheme and we will introduce it in
the other methods for future test experiments.

The comparison with the cloud classification shows that thin semi-transparent clouds are difficult to
be detected. For these situations, the AIRS footprints are generally completely overcast and the
problem is mostly due to the insensitivity of the sounding-based methods to thin optical thickness
layers (use of constant and identical thresholds...). The addition of specific threshold cirrus tests from
the large imager experience should improve the detection. Also, the description of the atmosphere on
more pressure levels could improve the sensitivity of the methods mainly for the MLEV method.

The MLEV scheme appears to be very sensitive to the measurement noise which is important and
extremely different between adjacent channels for AIRS on the CO, band and an additional treatment
to filter the noise through a PCA method has to be added. Detection of mid-tropospheric layers is
mainly affected by the noise. Simulations with the METOP/IASI noise characteristics indicate that the
method could give results as accurate as the other methods.

Figures 7 show preliminary accuracy estimations of AIRS cloud top pressures inferred with the CO,-
slicing and MLEV, function of the MODIS cloud cover. In case of several cloud layers, the AIRS
information is compared to the MODIS highest cloud level. The purpose is to get an incertitude for
the selection of unaffected cloud channels above the cloud fields. As said previously, the MODIS
cloud top height is also based on a CO,-slicing method and in the left figure the root mean square of
errors is mainly due to the combined incertitude of the same method for two different instruments and
to the average with AIRS of the complexity of the situation. Firsts results with the MLEV methods are
encouraging: the method seems very sensitive to the top cloud layer in case of multi-layers and more
stable with the cloud cover and the cloud height. Not shown here, the comparison with the underlying
layers gives worse results. This has to be confirmed with further experiments.
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Figures 7: cloud top pressures accuracy for the CO2-slicing and MLEV methods compared to
MODIS for different layer levels; <400hPa, 400-500hPa, , , 700-
800hPa, , >900hPa.
Conclusion

For all schemes, the synoptic cloud patterns, in cloud detection and height characterization, are
correctly detected.
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Concerning the cloud detection, for the four schemes, we have a general good agreement with the
MODIS cloud mask above 900hPa but the sensitivity to clouds is poor near the surface and for
fractional or unclassified clouds.

ECMWEF and CO,-slicing methods are very efficient and give similar results. However, the MODIS
description inside the AIRS fov is still useful for the ‘difficult’ situations, for small amount of clouds,
fractional or thin semi-transparent clouds.

The NESDIS model with pre-launch coefficients is less efficient for the thin semi-transparent and
fractional categories. However, thresholds depending on location, computing in-line from atlas or
forecast, could surely improve the detection. We must note that the NESDIS scheme gives really good
information considering that the model is fast, simple and independent of any forecast profile.

In this study, the MLEV method was less efficient than the others, mainly for detecting mid-
tropospheric layers and fractional clouds. From simulations, it appears that the method is very
sensitive to the measurement noise. We did not try here to filter the AIRS measurement noise, except
by only removing all channels with an NeDt, as provided by NOAA, larger than 0.6K but a better
treatment is required.

Concerning the cloud top pressure determination, only retrieved in this study with CO,-slicing and
MLEV, for multi layers situations, both methods are better correlated with the highest layer and the
MLEV scheme seems more efficient, with a good coherence with MODIS even for small fraction.
This of course has to be confirmed on other test cases.

This comparison will be extended to other test cases. This will be the opportunity to improve the
MLEV method, by filtering the AIRS measurement noise with a PCA method as described by Huang
and Antonelli, 2001, by implementing in the scheme the channel sensitivity to pressure of the local
variance. Also, concerning the NESDIS method, we will use the post launch model as described in
Goldberg, 2003.
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Abstract

The potential of high-density observations is studied in a practical context of the 4DVAR
assimilation. A series of observing system simulation experiments (OSSEs) are carried out.
Observations with both uncorrelated and correlated observation errors are simulated in sensitive aress.
The results show that: for the observations with uncorrelated error, increasing the observation density
generally improves the analysis and the forecast; for the observations whose error is correlated and by
using a sub-optimal scheme (i.e., no modelling of the error correlation), the assimilation system can
still extract useful information and one can determine an observation density leading to a minimum
error of analysis and forecast. A risk of using horizontal high-density observations is that it could
produce unrealistic increments and degrade the analysis on the levels without observations in the case

of inappropriate background error correlations.
Introduction

In a 1D study, Liu and Rabier (2002) showed that the optimal density of observations in data
assimilation depends mainly on the correlation of observation error. Figure 1 (Liu 2002, p13) shows
the analysis error as a function of the observation interval. One can see the results for the 3 cases: (1)
for the observations with uncorrelated error, increasing the observation density generally improves the
analysis (black-mixed line); (2) for the observations with correlated error and by using an optimal
scheme which models the error correlation of observation in the cost function, increasing the
observation density beyond a certain threshold will bring little or no improvement of the analysis
quality (red-solid line); (3) for the observations with correlated error but by using a sub-optimal
scheme which assimilates the correlated data as if they were not, one can find an optimal interval of
observations, which reaches a compromise between the risks to have a too low data density and to be
affected by the correlated error of observations (blue-dashed line). In this study, one wants to check
the results for the cases (1) and (3) in a practical context of the 4ADVAR assimilation (the French model
“ARPEGE"). As the modelling of the observation error correlation is not coded in ARPEGE, the case
(2) is not examined. Two different weather situations poorly predicted by ARPEGE, are studied to
examine the impact of various densities of observations on the analysis and the forecast. A series of
OSSEs are carried out.
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Fig. 1: Variation of the analysis error as a function of the observation interval. The analysis
mesh Ax is equal to 100km, the length of the background error correlation r,=200km. The
errors of the background and the observations have the same variance 1. The observation
error correlation is of Gaussian type with a correlation length of 100km. The observations and
their error covariances for each configuration are extracted from a network of observation with
an interval of 20km. From Liu (2002, p13).

Assimilation and forecast system used for OSSEs

The assimilation and forecast system with which the observing-system simulation experiments
(OSSEs) are performed is the French ARPEGE (Action de Recherche Petite Echelle et Grande Echelle)
model. It isaglobal spectral model. A specific feature of the model is the use of a stretched grid in the
horizontal direction to obtain an increased resolution over a geographical area of interest. The
resolution used in the study is taken as the operationa configuration in 2001. In the horizontal, it uses
atriangular truncation T199. A terrain-following pressure-based hybrid vertical coordinate n with 31
levels is used and the top of the modd is about 5hPa. A stretching coefficient 3.5 gives a spectral
resolution varying from T696 over France to T57 over New Zealand. The assimilation component of
the system includes a multi-incremental 4DVAR assimilation (Veersé and Thépaut, 1998) with a 6h
assimilation window for the upper-air and surface pressure fields and an optimal interpolation (Ol)
analysis for other surface fields. The incremental analysisis performed on aregular unstretched grid in
the current implementation. The minimization of the incremental cost function is performed with a

successively increased resolution T42, T63 and T95. The configuration of resolution can be denoted in
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short by T199C3.5L31/T42-63-95C1.0L31, where “T” represents the spectral truncation, “C” the
stretching coefficient and “L” the vertical levels. That corresponds to a distance between the Gaussian
mesh points varied from about 20km to 200km for the forecast and 200km for the analysis.

The first case: the Christmas storm in 1999

Thefirst case examined is the storm having hit Europe and in particular France at 18UTC on 27th
December 1999. This case is known because of the serious damage and the poor forecasts produced by
most of the NWP centers. The trgjectory of the 54h forecast started from the pre-operational 4ADVAR
anaysis at 12UTC on 25th December is considered as the true in the OSSEs. This forecast has a low
with a central pressure of 968hPa with perfect positioning. The operational forecast at that time
(3DVAR) is considered as the background (the central pressure is equal to 975hPa and is poorly
positioned). The simulated observations (temperature at al the 31 levels and surface pressure) are in
the sensitive area (3066 Gaussian points) and at 48h before the storm. The assimilations of the
simulated data with various samplings (0.3, 0.6 and 1.0 spherical degree) are carried out at 18UTC on
25th and followed by a 48h forecast. Two kinds of observation noise models are considered:
uncorrelated and horizontally correlated. No vertical correlation is considered. Three models of
correlation are considered: the correlation between two points separated by 0.6° reaches 0.6, 0.3 and
0.15 respectively for strong, moderate and weak correlation models.
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Figure 2: Level-averaged temperature r.m.s. error of (a) the analysis and (b) the 48h forecast
for experiments with the weakly correlated (WEA), moderately correlated (MOD), strongly
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Figure 2 shows the RMS (root-mean-square) of error for the temperature analysis (in the sensitive
area) and forecast at 48h (in the targeted area), averaged on all the model levels. The results are the
average of 10 OSSEs with different realizations of random error. The assimilation scheme does not
take into account the correlation of observation error. One can see that the errors of analysis and
forecast increase regularly with the strenthening of the correlation of observation error. Moreover, the
variation of the error with the observation interval shows a progressive transition from the
uncorrelated case (denoted by “NOC”) to the strongly correlated case (denoted by “STR"). For
example, the error decreases in a monotonous way with the decrease of the observation interval for the
uncorrelated case and increases for the strongly correlated case. A minimum error is located at an
intermediate interval in the case of weak correlation (denoted by “WEA™) and moderate correlation
(denoted by “MOD"). This intermediate interval producing the minimum error of analysis is 0.5° for
the case “WEA” and is 0.7° for the case “MOD”. For these two optimal intervals, the adjacent
observations have the same correlation equal to approximately 0.2 which is close to the value 0.15
found in the 1D study (Liu and Rabier, 2002).

It is noted that the errors of the 48h forecast can be approximately 4-5 times larger than the initial
errors of anaysis. The difference of the forecast error between various intervals of observation can be
of an order of magnitude more significant than that of the analysis error. For example, the reduction of
0.04K of the temperature analysis error for experiment NOCO0.6 compared to experiment NOC1.0
leads to areduction of 0.45K of the forecast error.

(b) NOCO0.6 | (c) NOC1.0

T

(d) MODO.3

Figure 3: Mean sea level pressure (hPa) of the 48h forecast for 6 experiments: (a) NOCO0.3; (b)
NOCO0.6; (c) NOC1.0; (d) MODO.3; (e) MODO.6; (f) MOD1.0.
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Figure 3 shows the pressure reduced to the sea level predicted for the 6 experiments. They are
consistent with the results in Figure 2. One can see that the three worse forecasts are those of
experiment MOD1.0 (3f), NOC1.0 (3c) and MODO.3 (3d). Their central pressures are respectively
974.6hPa, 974.4hPa and 973.4hPa.

The synoptic case at 00UTC on 25th September 2001
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Figure 4: 96h forecast (left panel) and forecast error (right panel) of 500hPa geopotential
height (in m) valid at OOUTC on 25th September 2001 for experiments (a). Perfect
observations without thinning; (b). Noisy observations without thinning; (c). Noisy
observations with a thinning of 1°; (d). Noisy observations with a thinning of 2°.

The 96h forecast of the ARPEGE from the analysis at 00UTC on 21st September 2001 has an
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enormous error (the order of 300m for 500hPa Z ) compared to the verified analysis. On the other
hand, ECMWF made an almost perfect forecast (thus is used as the true in OSSEs like the first case).
The simulated observations with uncorrelated error are radiances of AMSU-A channels 5~12 in the
north of North-America at 0OOUTC on 21st September. Figure 4 shows the 96h forecast of 500hPa Z
for 4 experiments. For the 2 cases without thinning, the maximum error is reduced from 300m to 79m
and to 119m respectively for the perfect and noisy observations. The forecast is degraded when the

number of observations decreases.
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Figure 5: Cross-section of geopotential height (in m). Top panel: for background error; bottom
panel: for analysis error with perfect observations.

However, the error on other levels is not always consistent with 500hPa. That can be illustrated
by the cross-section in the Figure 5. One can see that the error between 300hPa to 500hPa is
considerably reduced but the error at the lower levelsis reinforced. We think that this problem comes
mainly from the weakness of modelling the background error covariance matrix, which in operational

practice is often constant and can propagate the increment in an incorrect way from a place to another
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place or from a variable to another variable in certain situations. That represents a risk: employing
observations with horizontal high density could accentuate unreadlistic increments and degrade the
analysis on the levels without observations, athough this degradation does not necessarily influence

the forecast in the interesting area as shown the Figure 4.

Conclusions and Discussions

This study confirms the results in the 1D study. A correlation of the order 0.2 is suggested for the
determination of optimal thinning in the data assimilation. The data with high-density in the sensitive
areas are important, particularly for some “tricky” conditions. Inconsistency between horizontal and
vertical resolutions introduces certain risks because of imperfections in the background error
covariance matrix. The specification of the statistics of observation errors and in particular their
correlation, is necessary in order to model them and aso to find the optimal thinning of observations.
This subject of study constitutes an important work. Some additional results with respect to the
stetistical diagnostic and tuning of the observation error correlation are not presented here. The
interested readers are referred to the recent paper of Liu and Rabier (2003).
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Figure 6: Impact of inflating the observation error. Two color curves are the same as those in
the Figure 1, three black curves are the results with different inflating factors (1.5, 2 and 4) for

the sub-optimal scheme.

In practice, we have other options to compensate the impact of the observation error correlation

in a sub-optimal scheme. For example, inflating the observation error standard deviation 6, specified
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in the assimilation system (i.e., one gives less confidence to these correlated data). This has been
applied to the practice but in an empirical way. One can expect that the optimal weight of observation
is related to the correlation of observation error. The bigger the error correlation is, the more one
should inflate 6,. The figure 6 illustrates this in the 1D context as shown the figure 1. Two curvesin
color are the same as those in the figure 1. Three black curves are the results with different inflating
factor (1.5, 2 and 4 times) for the sub-optimal scheme. One can sees that the optimal interval decreases
when o, is inflated (respectively 100km for 1.5 times and 60km for 2 times). We find a correlation of
0.5 and 0.85 for the interval 100km and 60km. Moreover, the analysis error is exactly the same as that
for the optimal scheme (red curve). That shows that inflating ¢, is a simple and efficient way to reduce
deficiency resulted from the sub-optimality of the assimilation scheme. As expected, the anaysis
would be worse than that of the optimal scheme if one inflates too much o, (that is the case with 4
times inflating). The result in figure 6 implies that the optimal thinning interval depends not only the
error correlation value itself but also the observation error standard deviation specified in the

assimilation system.
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Use of AMSU data in the Met Office UK Mesoscale Model

Brett Candy, Stephen English,
Richard Renshaw & Bruce Macpherson

The Met Office, Exeter, United Kingdom

1. Introduction

In common with other global NWP centres, assimilation of radiances from the ATOVS
instrument package at the Met Office results in a large benefit to global NWP forecasts (English
et al., 2000) and has been used operationally since mid-1999 in the Met Office global 3D-Var
system. Recently work has been carried out to assess the impact of using radiances from the
AMSU A&B instruments in the UK Mesoscale Model (UK Mes). This is a limited area model
with a domain covering the British Isles (the region is shown in the right panel of Figure 1) and to
date its assimilation scheme has mainly used conventional observations. For the initial
implementation of AMSU data in the UK Mes we have used the pre-processing scheme for
ATOVS radiances in the global model as closely as possible to avoid duplication and
maintenance of computer code. However some departures are necessary and these are described
in the following sections.

The assessment of impact in a limited area model can be a difficult exercise, owing to the small
domain in which to accumulate statistics and the need to run enough cases to sample the major
weather types that occur in the domain. A two-fold approach was taken for this; running case
studies on typical weather events and, prior to operational implementation, an extended trial of
one months duration. Results from these studies are presented below.

2. AMSU Data
2.1 Data Receipt

ATOVS data in the region around the British Isles are received via a HRPT station located in the
west of Scotland. At the Met Office the data is converted to level 1c brightness temperatures for
each instrument using the AAPP program. Finally the data is mapped to a common grid (1d
level). The HIRS grid is chosen for this, since it is the grid used in the processing of ATOVS data
in the global model. The locally received 1d data is routinely monitored against the ATOVS data
produced by NESDIS to ensure its quality. For AMSU data the difference between the local and
NESDIS data is very small, with channel standard deviations typically less than 0.05K.

2.2 Channel Selection

The current operational implementation of the radiative transfer forward model, RTTOV, in the
Met Office 3D-Var system ignores the effects of cloud liquid water and rain droplets on
microwave radiances. This simplification can have a big impact on the ability to model certain
microwave channels and consequently prior to assimilation a series of tests are required to

! For further details see http://www.eumetsat.de/en/area4/aapp or
http://www.metoffice.com/research/interproj/nwpsaf/atovs
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identify the presence of precipitation and significant cloud water in the field of view. As reported
in English et al. (1997) the following tests are used in the AAPP program:

e Liquid water path test. This flags observations with a liquid water path in excess of
~100gm™ and in this case AMSU channels? 4, 5 and 20 are rejected for assimilation.

e Rain test. In this case all AMSU channels with weighting functions peaking in the
troposphere are rejected (4 to 8 & AMSU-B).

In addition to this the higher frequency (183 GHz) channels are particularly sensitive to scattering
effects caused by ice particles, such as cirrus crystals. A cost function is used to identify scenes
containing ice particles with the following form:

J=@y-y")'R*(y-y")

Where y represents the observation vector containing radiances from the three 183 GHz channels,
y® represents the background radiance vector computed from a short-range UK Mes forecast field
via the RTTOV forward model operator and R represents the error covariance matrix. For scenes
in which the computed cost exceeds a given threshold channels 19 and 20 are not used in the
assimilation.

ol : e g ! L . ,/_H‘JI’/:

Figure 1: A Case study of an occluded frontal system in the UK Mes area. Left panel: Infrared
image from the AVHRR instrument (courtesy of the NERC Satellite Receiving Station,
University of Dundee, Scotland.). Right panel: ATOVS observations failing the screening tests.

Figure 1 shows the classification of data after applying these tests to an overpass. The case is an
occluded frontal system in which there is significant precipitation along the cold front lying
between northern Spain and Ireland. As expected in a case where most of the region is covered
with thick frontal cloud a significant number of observations have been flagged by the screening

% Throughout this paper AMSU channels 1 to 15 refer to the AMSU-A instrument, channels 16 to 20 refer
to AMSU-B.
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tests. Nonetheless there are still regions in which data from all the AMSU channels can be passed
to the assimilation scheme, notably in the Bay of Biscay and in the convective region behind the
cold front.

In addition to the above screening tests, over land data from the following channels are not
assimilated:

e AMSU channels 4 &5
e AMSU channels 18,19, & 20 (AMSU-B)

This is because the surface emissivity is more variable over land and this will effect both the
ability of the radiative transfer model to simulate radiances whose weighting functions peak close
to the surface and also the screening tests using window channels, such as the rain test. Work is
ongoing at the Met Office to address this issue, with a view to using more data over land.

2.3 Bias Correction

The final step of preprocessing is to bias correct the radiances against the NWP model
background. As in the processing of data for the global NWP model, the method of Eyre (1992)
is used. AMSU channels 5 and 9 are used as predictors for an airmass dependent bias correction
that is applied after scan dependent biases have been removed. A problem in using this
procedure for a model such as the UK Mes, that has a small domain, is to accumulate enough
reference data sampling representative weather regimes from which to compute the predictor
coefficients. One possible solution is to accumulate the reference data over a long time period,
say 1 year, but this assumes that the instrument drift is negligible. Since predictor coefficients are
already generated for global ATOVS data using the global Met Office model, our solution is to
use these values for bias correction in the UK Mes. This assumes that the two models are
unbiased with respect to each other, and routine monitoring of the model bias with respect to
observations of radiosondes confirms this, at least for the troposphere. Figure 2 demonstrates that
the approach is successful for removing the majority of the bias between the AMSU radiances
and the UK Mes background.

3. Data Assimilation

The UK Mes uses a 3D Variational scheme (3D-Var) to assimilate observations (Lorenc et al.,
2000). AMSU data are assimilated in the form of bias-corrected radiances, in each case ignoring
radiances from channels that fail the screening tests (Section 2.2). At the time of writing the
current operational configuration uses the following data:

« station reports of pressure, temperature and visibility.

* upper level winds from aircraft.

« satellite atmospheric motion vectors from METEOSAT.

« profiles of winds, temperature and humidity from radiosondes.

* wind profiler data.

In addition, rain rate information from the UK rain radar network is supplied to the forecast
model via a latent heat nudging scheme (Jones & Macpherson, 1997). A nudging scheme is also
employed to supply moisture information from a cloud product derived from geostationary
satellite images and surface reports (Macpherson et al., 1996).
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Figure 2: The monthly mean observation minus background difference over the UK Mes
domain for several NOAA-17 AMSU channels during 2003. Uncorrected radiances are
shown as solid lines and corrected radiances are shown as dashed lines.

4. Forecast Impact Experiments
4.1 Rationale

In a model such as the UK Mes the task of impact assessment for a new observation type can be
a difficult exercise, owing to the small model domain. It is important to include enough cases so
that a) the accumulated statistics on forecast performance are meaningful and b) a range of
representative weather systems are sampled. We have taken a two-fold approach for AMSU data,
firstly running a set of case studies that represent typical weather situations over the UK,
including one that resulted in a poor operational forecast. Secondly an extended trial of AMSU
data was also performed for the duration of one month. The extended trial allows us to measure
the impact after the NWP system has adjusted to the presence of AMSU data. This trial was run
in near real time in order to use boundary condition information from the operational global NWP
model.

4.2 Rerun of a Poor Operational Forecast

On 1* October 2002 duty forecasters reported that a convective event moving across the English
Channel from France had been underdeveloped by the model, leading to an underestimation in the
strength of the resulting showers. Since the event was triggered in the Bay of Biscay, moisture
imformation from AMSU-B could have been useful and to test this we reran the case including
AMSU data in addition to the data used operationally. The assimilation/forecast system was run
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for 36 hours prior to the rain developing over England and during this time eight overpasses were
made over the area of interest by AMSU instruments onboard NOAA-16 and 17. Figure 3 shows
the integrated water vapour in the model domain for the operational run and the trial including
AMSU radiances. The zone of very humid air in the Bay of Biscay can clearly be seen and it is
encouraging that the use of AMSU radiances has helped to moisten it.
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Figure 3: A comparison of the humidity analyses expressed as integrated water vapour (kgm™).
Left Panel: Model run including AMSU assimilation. Right Panel: Model run without AMSU.
Regions shaded in red indicate areas of integrated water vapour in excess of 30 kgm™

The resulting short-range rain forecast when the convective system is over Southern England is
shown in Figure 4. The use of AMSU has increased the extent of the rain band which is
encouraging. However the rain band is still underdeveloped when compared to the verifying
radar data.

Radar

1
Avg Rain rate (mm/hour)

Avg Rain rate (mm/hour) Avg Rain rate (mm/hour)

0 0125 05 1 2 4 8 16 0 0125 05 1 2 4 § 18 0 0125 05 1 2 4 8 18

Figure 4: Short-range forcasts of model rain (accumulated between T+5 & T+6 and expressed as
an average rain rate) compared to verifying data from the radar network.
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4.3 Case Study Set

Twelve cases were chosen which incorporated a range of synoptic situations around the UK (e.g.
active front, widespread stratocumulus sheets, etc.). For each case an experiment was run with
twelve hours of assimilation including AMSU data, then a 36-hour forecast, and a further 12
hours of assimilation with another 36-hour forecast. Forecasts were then verified using station
reports and statistics were produced from all forecasts for the following key meteorological
parameters:
» windspeed at 10 m height & temperature at 1.5 m height as skill scores with respect to
persistence.
» visibility, cloud cover and 6-hour precipitation accumulation as equitable threat scores
(ETS).

The results from the experiment runs are compared to a set of control runs in which AMSU data
were not assimilated in Table 1. The impacts are small with four of the parameters being either
improved or neutral when AMSU is added.

Parameter Control Trial Change
ETS/Skill | ETS/ Skill

10m wind 0.750 0.750 0.000

1.5m temp 0.700 0.700 0.000

visibility 0.122 0.124 +0.002

cloud cover | 0.266 0.263 —0.003

precipitation | 0.322 0.323 +0.001

Table 1: Forecast accuracy compared between a set of experiment runs in which AMSU radiances
were assimilated and control runs without AMSU data. Statistics were derived using forecasts
generated from twelve diverse case studies.

There are several issues concerned with verifying by station reports. These include the sparse
nature of their locations and that they are all located on land. Such problems may explain the
small improvement to model precipitation forecasts when the moisture channels of AMSU are
included. To test this idea the ETS for precipitation was recalculated using radar data as the
verification source. Accumulations of precipitation over three hours from the model were
compared with accumulations generated from the radar data, using frames such as that displayed
in Figure 4. Note that a series of corrections are applied to the radar data to improve its accuracy
(Harrison et al., 2000). Figure 5 presents these results as a function of forecast lead time. For the
very short-range the precipitation skill of the model has been reduced when AMSU is assimilated,
though at T+24 there is an improvement, according to the radar data.

4.4 Extended Trial

Prior to operational implementation an extended trial of one months duration was run. As before
verification of the forecast fields was performed against station reports and the results are shown
in Table 2. In this case three parameters improved slightly due to the inclusion of AMSU
(visibility, surface temperature & cloud cover), whilst two were neutral (precipitation & surface
windspeed). Humidity forecast fields were also compared and the mean difference is shown in
Figure 6 as a vertical profile. This shows that the principle effect of the radiances is to moisten the
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Figure 5: Equitable threat score of three-hour precipitation accumulation computed using radar
observations as the verifying data. Rain/no rain threshold was set at an accumulation of 0.5mm.

Parameter Control Trial Change
ETS/SKill | ETS/ Skill

10m wind 0.740 0.740 0.000

1.5m temp 0.590 0.593 +0.003

visibility 0.113 0.117 +0.004

cloud cover | 0.414 0.415 +0.001

precipitation | 0.364 0.364 0.000

Table 2: Forecast accuracy compared between an extended run in which AMSU radiances were
assimilated and a control run without AMSU data. Statistics were derived from data generated
over one month.
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Figure 6: The mean difference (expressed as a percentage change) between the T+3 hour
humidity fields for the extended trial. Experiment refers to the run with AMSU radiances.
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model above 500 hPa and dry the model below this level. Note that the humidity fields are
unchanged below 800 hPa which is consistent with the weighting functions of the 183 GHz
channels on AMSU-B. The mean observation minus background difference for radiosonde data,
taken from the operational monitoring database for the same period as the trial, shows that
generally the radiosonde data have similar biases with respect to the model, namely that the
model is too dry aloft and too moist below 400 hPa. This is very encouraging, implying that the
radiosondes and radiances are trying to adjust the model in the same direction.

Mean Sonde O-B Feb 2003
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Figure 7: The mean difference between radiosonde observations of relative humidity and the
operational UK Mes 3-hour background fields. Data is from 1030 radiosondes for the same period
as the extended trial.

5. Conclusions

A series of impact studies have been performed to assess the impact of radiance data from the
AMSU instrument in the UK Mes. The observations are pre-processed in a similar manner to
those used in the Met Office global model. Generally the impacts on key forecast parameters
were either small and positive or neutral. An extended trial of one months duration revealed that
the mean analysis increments on the moisture field from the AMSU-B radiances are consistent
with the information contained in the radiosonde data. A particularly encouraging result was the
improvement of the moisture analysis for a convective event that was poorly handled by the
operational model. Based on these results the operational use of AMSU data in the UK Mes
commenced in March 2003.

Future work will focus on improving the impact on precipitation forecasts by using more AMSU
data in areas of high liquid water path. This could be achieved by retrieving cloud liquid water
information in 1D-Var preprocessing and passing it as fixed profiles into the 3D-Var assimilation.
Deblonde & English (2003) discuss how cloud liquid water can be implemented in the 1D-Var
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framework. Additionally we will investigate the use of channels whose weighting functions are
affected by moisture in the boundary layer.
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Use and impact of satellite data in the NZLAM mesoscale model
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Abstract

We describe the current configuration of the New Zealand Limited Area Model (NZLAM) and asso-
ciated data assimilation system, summarise current data use and present recent work on quantitative
verification of NZLAM forecasts. We compare the accuracy of global model forecasts and NZLAM
forecasts with initial conditions derived a) from interpolated global analyses and b) using variational
data assimilation, and quantify the impact of the use of ATOVS data in the NZLAM variational data
assimilation system. Future research directions are described briefly.

Introduction

A combination of intense synoptic flows and mountainous terrain make New Zealand communities sus-
ceptible to weather-related hazards — high winds, heavy rainfall, flooding and untimely snowfalls. To
forecast such events requires mesoscale modelling of flows and relevant physical processes, and the
mesoscale forecast model must have accurate initial conditions. At NIWA we are implementing a lim-
ited area model, the New Zealand LAM (NZLAM), with variational data assimilation for forecasting in
the 6 — 48 hour range for this purpose (Uddstrom et al., 2002).

In this paper we briefly describe the current configuration of the NZLAM and associated data assim-
ilation system and summarise current data use. We then present recent work on quantitative verification
of NZLAM forecasts. We compare the accuracy of global model forecasts and NZLAM forecasts with
initial conditions derived a) from interpolated global analyses and b) using variational data assimilation,
and gquantify the impact of the use of ATOVS data in the NZLAM variational data assimilation system.

NZLAM and data assimilation configurations

The NZLAM is a local implementation of the mesoscale configuration of the Met Office Unified Model
version 4.5 (Cullen and Davies, 1991). The NZLAM domain is illustrated in Figure 1. We use a 324 x 324
grid point rotated latitude-londitude grid, corresponding to a horizontal resolution of 0.11° or ~12 km.
The model is discretised on 38 levels in the vertical. Lateral boundary conditions are supplied from
a global model configuration of the Unified Model, and are updated hourly. The large area modelled
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allows the evolution and interaction of synoptic and mesoscale flows to be resolved explicitly within the
domain.

Observations are processed and assimilated using a local implementation of the Met Office vari-
ational data assimilation system. Data are currently assimilated using 3D-Var with a 3-hour analysis
cycle. We assimilate surface data from land and ship SYNOP stations and BUOY'S, upper air data from
TEMP and PILOT radiosondes and AMDAR aircraft reports and the satellite data streams discussed in
detail below.

We run a cycling forecast-assimilation system, but do not as yet process data in real time. Results
presented in this paper are for our February 2000 validation case study period, using observational data
supplied by the Met Office.

During the February 2000 case study period the synoptic flows in the New Zealand region were
characterised by the predominance of anticyclonic flows over the north central Tasman Sea, and the
passage of a number of fronts across the southern region of the domain. A large frontal system traversed
the western region of the domain and developed into a cutoff low just west of New Zealand during a 5
day period in mid February.

Satellite data use
TOVS/ATOVS

Radiances from the HIRS, MSU and AMSU instruments on NOAA-14 and NOAA-15 are assimilated
directly. The channels assimilated are summarised in Table 1 for the possible scene surface and cloud
classifications. Radiances are thinned to one observation per 1° x 1° box, with preference given to clear
scenes.

Radiances are corrected for scan-dependent bias, derived from observed — background radiance dif-
ferences in clear scenes over the whole domain for the case study period. No correction is currently
applied for air-mass dependent biases as radiance-based air-mass dependent bias corrections did not give
any statistically significant reduction in variance (for the limited time series in question). Similarly, there
are insufficient samples to calculate reliable corrections using the method of Harris and Kelly (2001) in
the vicinity of radiosondes.

Scan bias corrections derived for the NZLAM domain have been compared with those used oper-
ationally at the Met Office in 2000. The two sets of coefficients are in close agreement for the HIRS
channels 2-4, MSU channels 3-4 and AMSU channels 6-11 assimilated in the NZLAM. More signifi-
cant differences (0.2 — 0.5 K) are found for the lower tropospheric sounding channels (HIRS 5, MSU 2
and AMSU 4-5). Large differences (1.0 — 2.0 K) are found in HIRS channels 11-12 (not assimilated at
present).

SSM/I

Surface wind speed is retrieved from SSM/I radiances in a 1D-Var observation preprocessing step, and
assimilated in 3D-Var. Wind speed retrievals are thinned to one observation per 0.5° x 0.5° box.
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Table 1: TOVS/ATOVS channels assimilated for different scene surface and cloud classifications. Con-
ditional channels are used for all scenes except 1: high cloud; 2: high land; 3: microwave rain classifica-
tions.

Satellite Instrument  All scenes Conditional Clear, sea
NOAA-14 HIRS 2 3t 45
NOAA-14 MSU 34 22

NOAA-15 AMSU 91011 61:2:3 72.3 823 45

SSM/I radiances are bias-corrected with the global bias correction coefficients used operationally at
the Met Office in 2000. Examination of observed — background statistics for surface windspeed indicates
no significant bias in retrieved windspeeds.

GMS atmospheric maotion vectors

Atmospheric motion vectors derived by the Japanese Meteorological Agency from GMS-5 radiances,
and their corresponding height assignment, are assimilated in the NZLAM. Following the Met Office,
winds derived from visible radiances are only used in the lower troposphere over sea, winds derived
from infrared window radiances are only used in the upper troposphere, and in the lower troposphere
over sea, and winds from infrared radiances in the water vapour v (6.7 um) band are only used in the
upper troposphere. Observations are thinned based on (standard Met Office) quality control decisions and
buddy checks. Detailed study of the monitoring statistics for atmospheric motion vectors is underway.

Obijective verification of NZLAM forecasts

As in any modelling activity, validating model predictions and characterising model errors are key to
understanding, exploiting and improving model performance.

In NZLAM development we have been particularly interested in comparing NZLAM forecasts from
analyses derived using variational data assimilation (NZLAM-VAR) with global model forecasts (from
analyses derived using VAR) and with NZLAM forecasts initialised with global analyses interpolated
onto the NZLAM grid. These comparisons aim to characterise the accuracy of a cycled mesoscale
model with data assimilation, and quantify the benefit of such a model over global model forecasts and
mesoscale model forecasts initialised with low resolution fields. For such studies, observations are the
only natural choice of reference for verification.

In this work we have run forecasts from 00Z and 12Z UTC out to 48 hours, and verified against
TEMP, PILOT, AMDAR, SYNOP (Land and Ship) and BUOY observations at six-hourly intervals. Al-
though we will only discuss radiosonde verifications here we note that the verification results are robust
— all the major characteristics of the verification with TEMP and PILOT observations are also borne out
in verification with AMDAR observations.

Observational data density is a general issue for quantitative verification, and a particular issue for
the New Zealand region and NZLAM domain, where the conventional observing network is sparse.
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Fig. 1: Hlustration of the the New Zealand Limited Area Model domain and verification areas A, B and
C. Stars indicate location of the radiosonde stations in the NZLAM domain; open stars indicate stations
which only launch PILOT balloons. Radiosondes in area A are used in the current model validation
studies. However, all but one the New Zealand sondes are not currently used for verification at 00 and
12 UTC.

Radiosonde stations in the NZLAM domain are illustrated in Figure 1.

Verification is currently performed on area A (defined to exclude sites near the domain boundaries
and the interior of the Australian land mass). However, all but one the New Zealand sondes are not
currently used for verification at 00 and 12 UTC. This is because the unused sondes were launched at 10
and 22 UTC (i.e. 2 hours earlier than the nominal synoptic observation time) during the case study period
and hence excluded by our 4 1.5 hour verification time window. Consequently, verification statistics
predominantly reflect model performance in the North Tasman and the eastern Australian coastal regions.
On the order of 200 temperature profiles and 700 wind profiles have gone into the radiosonde verification
statistics presented here.

Comparison of global and NZLAM forecasts

Figure 2 illustrates the bias and root-mean-square (RMS) difference between observed and forecast tem-
peratures as a function of pressure for forecasts at the 24 hour range.

In the mid troposphere (700 — 400 hPa), where temperature variability is largely governed by synoptic
scale flows and small scale vertical temperature gradients are generally small, the performance of the
three models is comparable. However, in the upper troposphere/tropopause region and the planetary
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Fig. 2: Bias (lefthand panel) and RMS differences (righthand panel) between forecast and observed
temperatures (fc—ob) as a function of pressure for the 24 hour forecast range. Results are illustrated
for the global model with initial conditions derived using variational data assimilation (Glo) and for
the mesoscale model with initial conditions derived using variational data assimilation (Var) and global

analyses interpolated onto the mesoscale grid (Int). Statistics are calculated for the period from 01 to 29
February 2000.

boundary layer, where there are marked small scale vertical temperature gradients, the RMS differences
between mesoscale model forecasts and observations are greater than global model RMS differences.
Bias makes a significant contribution (a third to a half) to the RMS differences at 850 hPa and in the
stratosphere.

It is not unexpected for high resolution model fields to verify worse than low resolution fields: high
resolution models will generate sharper features and gradients which will verify worse than smoother,
weaker fields if subject to position or timing errors. To characterise model performance we need to
identify if and why position and/or timing errors are the source of observed differences, and distinguish
these from other sources of model error.

Detailed examination shows that the large differences between NZLAM and global forecasts of the
850 hPa temperature are associated with large differences in modelled low level temperature inversions in
the anticyclonic flow regime in the northern central Tasman Sea, over a six day period. These structures
will be strongly governed by model physics, and suggest other sources of model error (e.g. modelled
convection) may be the source of the observed differences in this instance. In particular, in forecast —
observed differences in temperature (negative bias at the 850 hPa inversion layer level) and humidity
(positive bias in the planetary boundary layer) and a 1 — 2 K warm bias in the sea surface temperature
(SST) assumed in the NZLAM-VAR assimilation experiments (as compared to observed SST’s) are all
consistent with and overestimation of convective activity in the NZLAM-VAR run. Experiments are
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Fig. 3: RMS differences between forecast and observed temperatures as a function of forecast range for
three selected pressure levels 300, 500 and 850 hPa.

underway to test this hypothesis.

Figure 3 illustrates the evolution of the RMS differences as a function of forecast range at three
characteristic pressure levels, 300, 500 and 850 hPa. At 500 hPa RMS differences increase quasi-linearly
with forecast range and the three models are comparable at all forecast ranges. At 300 hPa and 850 hPa
the NZLAM-VAR RMS differences are larger than global model RMS differences at all forecast ranges,
but the rate of increase of the RMS difference with forecast range is comparable.

RMS differences for forecasts with the NZLAM model initialised using interpolated global analyses
rapidly increase from global model RMS levels and tend to NZLAM-VAR RMS levels at longer forecast
ranges. We interpret this as a measure of the characteristic time scales for the NZLAM model to generate
the stronger small scale structures and gradients we hypothesize are responsible for the larger RMS
differences. Again, the validity of this hypothesis is being tested in ongoing studies.

Impact of ATOVS data on forecast accuracy

We have examined the impact of ATOVS data on the accuracy of NZLAM-VAR forecasts from analyses
derived using variational data assimilation.

RMS differences between forecast and observed temperatures at the 24 hour forecast range are re-
produced in Figure 4. RMS differences for NZLAM-VAR forecasts are compared for experiments where
ATOVS data is included and excluded from assimilated data sets. Glodal model RMS statistics are traced
for reference.

Assimilation of ATOVS data has a clear, positive impact on the accuracy of forecast temperature
throughout the free troposphere (700 — 300 hPa), with improvements in RMS differences of 0.0 - 0.1 K.
ATOVS data has little effect in reducing RMS differences at 850 hPa as is to be expected: the vertical
resolution of the satellite observations is too low to provide information on the small vertical scales
associated with the boundary layer temperature inversion.

The impact of ATOVS data in the upper troposphere/lower stratosphere is not as large as might
have been expected. This may be related to strong latitudinal gradients in tropopause height within
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Fig. 4: Comparison of RMS differences between forecast and observed temperatures as a function of
pressure for the 24 hour forecast range for the period from 01 to 29 February 2000. Results are illustrated
for the global model with initial conditions derived using variational data assimilation including ATOVS
(Glo) and for the mesoscale model with initial conditions derived using variational data assimilation with
ATOVS data included (Var) and excluded (VarNA) from assimilated data sets.

the NZLAM domain, which may mask the impacts of ATOVS data above and below the tropopause
at any given latitude. Alternatively, this may reflect suboptimal use of satellite data in the stratosphere
due to errors in modelled stratospheric temperatures (coupled with bias correction and stratospheric
extrapolation). Detailed study of these points is planned.

Figure 5 illustrates the evolution of RMS differences as a function of forecast range for 500 hPa
temperature and wind, and surface pressure. Assimilation of ATOVS data has a positive impact on 500
hPa temperature RMS differences in the 0 — 36 hour forecast range. A small impact is also found for the
500 hPa RMS vector wind differences and surface pressure differences are reduced at all forecast ranges
on assimilation of the ATOVS data.

Taken together, these results suggest that the ATOVS data have a positive impact in constraining the
synoptic (quasi-geostrophic) flows.

Conclusions and future work

We have described the implementation of a mesoscale model for the New Zealand region which allows
the evolution and interaction of synoptic and mesoscale flows to be resolved explicitly within the model
domain.

Preliminary quantitative model validation (and quantitative comparisons of model fields not pre-
sented here) suggest that synopotic scale flows are well modelled and constrained by data and lateral
boundary conditions.
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Fig. 5: Comparison of RMS differences between forecast and observed 500 hPa temperatures and vector
winds, and surface pressure, as a function of forecast range when ATOVS data are included and excluded
from assimilated data sets.

Marked differences in modelled small scale structure are observed, particularly in the planetary
boundary layer. Our verification studies suggest these differences are principally governed by model
physics and largely unconstrained by currently assimilated data or lateral boundary conditions.

This work is in its infancy, and we envisage humerous extensions to the current validation studies.
We intend to extend the case studies in time — an extended (three month) time series, enabling eventual
diurnal dependencies and error characteristics on spatial subdomains (Australian and New Zealand land
masses) to be examined, and extension to other periods to examine eventual seasonal dependencies.
Methods for scale dependent verification and characterisation of position/timing errors are also being
explored.

These studies will enable poorly modelled physical processes to be identified, and lead to improve-
ments in both the mesoscale model and the characterisation of it’s errors. In turn this will lead to im-
proved data use through improved specification of the background error covariance.

Extensions to our use of satellite data — the use of radiances containing information on tropospheric
humidity and the use of satellite-derived sea surface temperatures in specifying surface boundary condi-
tions — are also planned. These data streams could be of particular use in providing additional constraints
to the boundary layer dynamics (convective processes) which have been called into question in these
preliminary validation studies.

Ultimately we are working towards an operational mesoscale forecasting model, with output serving
as input to hazard prediction models (hydrological models, storm surge and wave models) specific to the
New Zealand region.
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Microwave radiometric data from satellite sensorsis an extremely valuable source of information
for temperature and moisture profiling and radiance assimilation over regions that are either
cloud-free or covered by mostly thin non-scattering clouds. However, regions for which
assimilation of microwave data would be most valuable include frontal zones where rapidly
evolving heavy cloud cover and/or precipitation is present. Although scattering at microwave
band above ~50 GHz can be strong in such regions the ability to probe deeply using microwaves
can still provide important information on the amount and type of hydrometers and latent heating
profiles. Time-resolved observations of cloud and precipitation dynamics can facilitate further
inference of moisture and heat fluxes.

Direct radiance assimilation provides an optimal framework by which to utilize such information,
however, the use of microwave datain radiance assimilation for all weather conditions remains
limited due to several factors, including: 1) the need to rapidly and accurately compute the
incremental response functions over heavy clouds and precipitation, and 2) time-sampling
limitations of polar-orbiting microwave sensors, 3) microphysical precipitation process model
limitations, including lack of appropriate error covariance models, and 4) fast and self-consi stent
assimilation update techniques. While each of these obstaclesis formidable, we discussin this
talk potential solutions currently under study. Specifically, we demonstrate a new discrete-
ordinate technique for rapid numerical calculation of the incremental brightness temperature
profiles (Jacobian) for alayered scattering atmosphere. Applying this method to simulated data
using the MM5 mesoscal e atmospheric model of NCAR for Hurricane Bonnie (1998) we
illustrate the potential for satellite microwave observations to be used to “lock” the state of a
numerical weather model onto observed precipitation dynamics. Both low-Earth orbiting and
geosynchronous microwave radiance fields are considered, and ramifications for the prospects of
such all-weather assimilation using the proposed Global Precipitation Mission (GPM) and
Geosynchronous Microwave (GEM) Sounder/Imager systems are discussed.
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NOAA/NESDIS isimplementing a concept of a stewardship umbrellafor its new and old satellite
data sets and for the processing of satellite datafor climate. The elements of this stewardship
program include:

1. Careful monitoring of observing system performance for long-term applications
2. Generation of authoritative long-term records through validation of the calibration
process, reprocessing, product generation and the blending of in situ and satellite

measurements
3. Provide state of the environment information for decision makers and place the current

state in its historical context
4. Archive and access to fundamental measurements, products and metadata
5. Datarescuefor past satellite data sets

Thistalk will provide an overview of NESDIS progress and plans for stewardship.
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1. Introduction

Passive microwave measurements from space have perhaps the greatest potential for improving global
weather analyses because they offer 3D temperature and humidity information in both clear and cloudy
conditions and provide information on cloud water mass and 3D precipitation structure. Indeed, assimila-
tion of microwave-derived rainfall and moisture satellite products has shown to significantly improve
short-range weather forecasts and the quality of global analyses of moisture and vertical motion (Hou et
al. 2001). But direct assimilation of microwave radiance data offers benefits over products derived from
radiances. For example, radiance assimilation is not subject to biases from initial guesses and a priori as-
sumptions as are product retrievals, and it allows for better control of background errors in the assimila-
tion environment. As a first step in radiance assimilation in all-weather conditions, observed and global
model-produced microwave radiances have been compared in order to evaluate the ability of these models
to produce clouds and precipitation (Chevallier and Bauer 2003; Chevallier et al. 2001).

This study, which is supported by the newly formed Joint Center for Satellite Data Assimilation
(JCSDA), seeks to develop and test fast radiative transfer modeling systems in preparation for direct as-
similation of microwave radiance satellite data (current and future) into NCEP's Global Data Analysis
System (GDAS) under all weather conditions, especially precipitating clouds. GDAS currently uses a
3DVAR approach to assimilate SSM/I surface wind speed and precipitation products and radiance data
from the Advanced Microwave Sounding Unit (AMSU) but in clear-sky only (Derber and Wu 1998;
McNally et al. 2000). Our main goal, therefore, is to extend the capability of GDAS to include microwave
radiance data in cloudy and precipitating systems over the oceans. This means incorporating multiple
scattering radiative transfer (RT) models since precipitation-size particles scatter microwave radiation
primarily at the higher frequencies. Here we give preliminary results of RT calculations at AMSU fre-
guencies using coarser resolution version of the NCEP Global Forecast System (GFS) model output but
focusing on clear and nonprecipitating cloudy areas. More complete results for precipitating clouds will
be presented at the symposium.

2. Data

2.1 Global model

The current version of NCEP's GFS uses a spectral atmospheric model with horizontal resolution at
T254 (about 0.5 x 0.5 deg. latitude/longitude) and 64 vertical levels in sigma coordinates. The deep con-
vection scheme is based on Pan and Wu (1994), while shallow convection is parameterized following
Tiedtke (1983). The percent area of cloud coverage for a given grid point is not predicted but computed
from the relative humidity, saturation specific humidity (q) and a minimum threshold of g using the ap-
proach of Xu and Randall (1996). Cloud water and ice are both predicted via a scheme by Zhao and Carr
(1997).

GFS degraded products (1° x 1° horizontal grid and 26 vertical levels) were used in the analysis since
they were readily available online at ftp://ftpprd.ncep. noaa.gov/pub/data/nccf/com/avn/prod. The 12 hr
forecast products were selected for the following quantities: temperature, relative humidity, and cloud

Corresponding author address: Ralf Bennartz, Atmospheric and Oceanic Sciences, University of Wisconsin — Madi-
son, 1225 W. Dayton St., Madison, WI, USA, e-mail: Bennartz@aos.wisc.edu
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liquid water mixing ratio at al levels; surface temperature, 10 m wind vector, and precipitation rate at the
ground. Neither cloud ice mixing ratio nor instantaneous cloud fraction was available.

2.2 Satellite

NOAA’s AMSU-A/B instrument suite is designed mainly to observe global temperature and humidity
at different layers in the atmosphere but it also provides important information on water clouds and pre-
cipitation (summarized in Tables 1 and 2). AMSU scans across the direction of motion of the satellite,
extending to about +48° from nadir. It currently flies on the NOAA-15, -16, and -17 satellites.

We utilized the 1° x 1° gridded AMSU brightness temperature products available from the
NOAA/NESDIS ftp site that are produced separately for each of the three satellites and the ascending and
descending nodes. To provide independently determined cloud coverage for the microwave data, AVHRR
cloud amount products were obtained using the NOAA operational cloud detection algorithm. These data
were also transferred to a 1° x 1° grid.

Table 1. AMSU-A characteristics.

Chan Frequency (GHz) Sensitivity

1 23.8 Boundary layer (BL) water
vapor, surface, precipitation

2 314 Water clouds, surface, BL
water vapor, precipitation

3 50.3 BL temp, water clouds, pre-
cipitation

4 52.8 Lower troposphere temp

5 53.596+0.115 Mid-troposphere temp

6 54.4 Upper troposphere temp

7 54.94 Upper troposphere temp

8 55.50 Lower stratosphere temp

9 f,=57.290344 Lower stratosphere temp

10 f.+0.217 Mid-stratosphere temp

11 f,+0.3222+0.048 Upper stratosphere temp

12 f,+0.3222+0.022 Upper stratosphere temp

13 f,£0.3222+0.010 Upper stratosphere/lower

mesosphere temp

14 f,20.3222+0.0045 Mesosphere temp

15 89.0 BL water vapor, water
clouds, surface, precipitation

Table 2. AMSU-B characteristics.

Chan  Frequency (GHz) Sensitivity

16 89.0+0.9 BL water vapor, water clouds,
surface, precipitation

17 150.0+0.9 BL water vapor, water clouds,
surface, precipitation

18 183.31+1.00 Upper troposphere water
vapor

19 183.31+3.00 Mid-troposphere water vapor

20 183.31+7.00 Lower troposphere water
vapor

3. Radiative Transfer Modeling

The RT model tested here to compute brightness temperatures for a given set of model atmospheric
and surface parameters is an Eddington two-stream method for plane-parallel conditions (Bauer 2002).
The method also incorporates delta scaling to improve accuracy when particles become large compared to
incident wavelength (forward scattering becomes greater), such as encountered with large precipitation
particles. These methods are accurate to within about 1-2 K under a wide range of conditions when com-
pared to more exact methods (Smith et al. 2002).

Required as input to the two-stream RT model are the effective single-scattering properties of the me-
dium (i.e., extinction, single-scatter albedo, and asymmetry factor) and boundary conditions (i.e., ocean
surface emissivity and skin temperature). Single-scattering properties for rain, snow, graupel and hail
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were computed from Mie theory at discrete frequencies, temperatures and water contents, assuming an
exponential size distribution and ice densities. These calculations were organized in tabular form for in-
terpolation purposes. Because the GFS data products included precipitation rate at the surface only, sev-
eral crude assumptions were made to vertically distribute the total rate into liquid and ice species. A
constant rain rate was assumed from the surface up to cloud base. From there, the fraction of ice (liquid
water) precipitation rates was linearly increased (decreased) from 0 to 1 (1 to 0) until a temperature of —
20° C was reached, above which only ice existed. Cloud liquid water and ice were similarly partitioned
from the freezing level to —20° C. Precipitation rates were converted to water content using an exponential
size distribution. Extinction coefficients for gas (water vapor and oxygen) were obtained from OPTRAN
(McMillin et a. 1995), which is the gas absorption model used operationally by GDAS, while absorption
dueto cloud liquid water was computed from Liebe et al. (1992).

As discussed by Chevallier and Bauer (2003), both cloud fraction (which varies verticaly) and how
clouds are distributed vertically in the volume that comprises a grid point in the model have an impact on
computed brightness temperatures. Unfortunately, modeled cloud amount was not available to us, so it
was assumed that clouds were completely overcast. Cloud overlap was also not considered. These issues
will be addressed in future work.

Finally, ocean surface emissivity was computed from FASTEM-2, a model originally developed by
English and Hewison (1998) and further refined and improved by Deblonde and English (2000). The
main input variables that FASTEM-2 requires are surface skin temperature, observation zenith angle, fre-
guency, and wind speed at 10 m height.

4. Results

As a consistency check, we first compared clear sky brightness temperatures computed at selected fre-
guencies from the Eddington two-stream model against the existing absorption-only RT model currently
in the operational GDAS. Figure 1 shows the 89-GHz brightness temperature field calculated from the
two-stream model. Differences between the RT model results were found to be less than 0.1 K (see Fig.
2). However, at one of the frequencies that corresponds to the humidity sounding channel on AMSU-B
(channel 18), differences as large as -0.85 K were seen (Fig. 3). It was discovered that these differences
were related to the treatment of the thermal source within the model layer. The absorption-only RT model
assumes a layer average temperature within the layer, while in the Eddington two-stream model, tempera-
ture was allowed to vary linearly throughout the layer. Differences between the RT models are drastically
diminished to under —0.0007 K when both use the same thermal source treatment (not shown). Ordinarily
thisis not an issue if the model vertical grid spacing is sufficiently small. Apparently, the grid spacing is
too coarse in the upper troposphere where this channel’ s weighting function peaks. Use of full resolution
GFS data should significantly reduce such differences, however.
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Figure 1: 89 GHz brightness temperature field computed at nadir for clear sky from GFS model

output (15 October, 2003 12 hr forecast starting at 06Z) using the Eddington two-stream radia-
tive transfer model.
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Figure 2: Differences between clear sky 89 GHz brightness temperatures computed from the
Eddington model and NCEP’s operational absorption-only radiative transfer model for same
time as Fig. 1.
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Figure 3: Same as Figure 2 but for AMSU-B channel 18 frequency at a zenith angle of 53°.

Comparisons between simulated and observed brightness temperatures were performed over 4 days
(16-19 Oct. 2003) using atime difference of less than 1 hr for the AMSU-A/B window channels (1, 2, 16
and 17) and AMSU-B humidity sounding channels (18-20). Cloud-free regions were defined from the
AVHRR-derived products as less than 5% cloudiness, whereas cloudy regions were considered greater
than 95% cloudiness.

A qualitative comparison between AVHRR-derived cloud cover, AMSU-B 89 GHz brightness tem-
perature field, and simulated brightness temperature field is given for one time period in Figures 4, 5, and
6 respectively. Outside of convectively active regions of precipitation, many spatial features in the simu-
lated brightness temperature field correspond well with the observed field.

Quantitative comparisons over the 4-day time period for strictly cloud-free regions revealed biases at
some frequencies (Fig. 7). Similar biases existed for all three satellites indicating the biases are likely not
caused by calibration errors. The large differences at 89 GHz and 150 GHz may be related to uncertainties
in characterizing the gaseous absorption, which is more uncertain in spectral window regions; although it
may also be due to biases in the GFS model predictions of boundary layer humidity or the surface emis-
sivity model. The noticeable zenith angle dependent bias suggests either a problem with the gas optical
path for larger angles or angular deficiencies in the microwave surface emissivity model.

For cloudy nonprecipitating cases, biases are overall smaller and the angle dependent biases are not as
prominent although they still remain at the lower frequency channels (Fig. 8). These results suggest that,
in general, the GFS model predictions of cloud water mass are reasonable, at least during this time period.

A first calculation of the brightness temperatures at 150 GHz including precipitation is shown in Fig-
ure 9. In regions of convective precipitation, scattering by large ice particles plays the major role in caus-
ing large depressions in the brightness temperatures at this frequency. Depressions of 30-40 K relative to
the background (cloud liquid + gas) are common.
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0.2

Figure 4: Cloud fraction determined from the NOAA-16 AVHRR for ascending overpasses on
16 October 2003.

5. Conclusions

Preliminary test results of a RT forward modeling system for computing microwave radiances from
GSF model parameters compared against AMSU observations has been very encouraging. The system
consists of an Eddington two-stream RT model, OPTRAN, FASTEM-2 surface emissivity model, and
lookup tables for precipitation scattering properties. Comparisons with NCEP's operational absorption-
only RT model under clear skies shows excellent agreement, especially at AMSU water vapor sounding
channels. Limited comparisons between brightness temperatures computed from GFS 12 hr forecast fields
and AMSU measurements under clear sky conditions showed zenith angle dependent biases for the win-
dow freguencies, while comparisons under cloudy cases had the best agreement.

We are currently developing an RT model based on successive orders of scattering; results

of which may be presented at the symposium as well.
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Figure 5: Gridded AMSU-B 150 GHz (channel 17) brightness temperature product for same day

as Fig. 4.
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Figure 6: Simulated AMSU-B channel 17 brightness temperatures at nadir conditions and ex-
cluding precipitation for 12 hr forecast beginning at 00Z on 16 October 2003.
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Variational Cloud and Rainfall Data Assimilation at ECMWF
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Philippe Lopez, Emmanuel Moreau, Adrian M. Tompkins

4D-Var assimilation schemes assume the linearity of their forward model in the vicinity of prior
information and consequently do not properly handle variables that have fine temporal and spatial
scales compared to the forward model. Hence cloud- and rain- affected satellite radiances are
discarded from numerical weather prediction 4D-Var systems despite the critical need of
observations within the cloudy regions.

To circumvent that limitation, a'1D-Var+4D-Var' approach has been developed at ECMWF,
where 4D-Var assimilates 1D-Var retrievals of temperature and moisture profilesin rain-affected
areas. The 1D-Var method is applied either to rain-rate retrievals obtained from satellite
observations or directly to satellite brightness temperatures. This paper will present the
methodology and will describe the meteorological impact on the forecast system.

Further, we suggest the possibility of assimilating some of the satellite radiances directly in 4D-
Var further to achieving improvements in the modelling of clouds: for instance the 6.3 microns
channel on-board all the geostationary satellites. The ECMWF 4D-Var system is being modified
so as to assimilate such observations and first results may be presented.
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| Introduction

Observations of water vapour over land are
mainly provided by the radiosonde network
with a somewhat sparse distribution over
continents of the southern hemisphere. Satellite
sensors such as TOVS! and SSM/I? offer
indirect measurements of atmospheric water
vapour that may be used with a good accuracy
over ocean, but retrivals lack sensitivity and
precision over land due to high and variable
emissivities. A 2-channel ratio method involv-
ing near-infrared measurements was initially
developped by (Frouin), and was applied for
POLDER-1 (Bouffies et al., 1997, Vesperini
et al, 1999), MODIS (Kaufman and Gao,
1992, Gao and Kaufman, 1998) and MERIS
(Bennartz and Fischer, 2001) missions. These
methods gave the first opportunity to observe
atmospheric column water vapour with a satel-
lite coverage over land, in clear sky conditions.
This paper describes the updated algorithm for
the POLDER-2 mission (ADEOS-2), starting in
April 2003.

Il Background of POLDER water vapour
retrieval method

POLDER (POLarization and Directionality of
Earth Reflectances, Deschamps et al. 1994) is
a visible to near-infrared radiometer, providing
up to 14 directional reflectance measurements of
a given target together with its full polarization
characteristics. Its nominal resolution is about
6 km and POLDER geophysical products are

ITTROS Operational Vertical Sounder
%Special Sensor Microwave Imager

computed on an approximately 60kmx60km
grid. In addition to the innovative directional
and polarization capabilities, two channels lo-
cated beside and in an HoO gaseous absorption
band (respectively 865 and 910 nm) are used
to estimate the atmospheric Total Column
Water Vapour content (TCWV). Assuming that
the surface reflectance does not vary between
these two close bands, the 910 to 865 nm
reflectance ratio is a function of the atmosphere
transmission which is related to the TCWV
content. This relation may be parameterized
with a polynomial fit. This method is based on
absorption so it applies only to situations where
direct transmission (from sun to the surface and
to the sensor) predominates over scattering by
cloud or molecules. This restricts to clear sky
over significantly reflecting surfaces such as land
and ocean in glitter conditions.

For the first POLDER mission, the coefficients
of the polynomial fit were determined from ra-
diative transfer simulations based on HITRAN
absorption database (Bouffies et al, 1997). This
needs the reflectances to be calibrated. In-flight
calibration of the 865 nm band was performed
by transferring the 656 nm band calibration
over the spectrally flat sunglint over ocean. The
565 nm band was calibrated following method
initially described by Vermote et al. (1992). To
perform in-flight calibration of the 910 nm, it is
necessary to have humidity observations to refer
to over ocean glitter condition to guarantee a
white and highly reflective surface. We thus
need a data base containing reference humidity
data in oceanic areas, together with coincident
and colocated POLDER, measurements in clear
sky and glitter situations for a wide range of
atmospheric conditions. In order to get such a
data-set as soon as possible after the launch, the
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calibration of 910 nm band for the POLDER-1
mission used meteorological analysis of humidity
as reference (Hagolle et al., 1999).

Validation of the operational satellite water
vapour product was performed by Vesperini
et al. (1999) by comparisons with radiosondes
and SSM/I TCWV (algorithm of Wentz 1994).
These comparisons pointed out two biases in
the POLDER water vapour retrievals. First,
large POLDER TCWYV were overestimated by
roughly 10 kg.m~2 due to improper calibration
of the 910 nm channel. Actually, meteoro-
logical analyses may be biased in areas where
few observations are available (like ocean).
Moreover, over land this bias is mixed with
an underestimation of small humidity contents
related to the spectral variation of the surface
between 865 and 910 nm channels which was on
a first attempt assumed to be negligible. The
developpement of the new algorithm must settle
the determination of the polynomial fit and
calibration for the new 910 nm filter and must
take into account the spectral variation of the
surface reflectance.

[l Calibration and Water Vapor parame-
terization

For the second POLDER mission, it was decided
to perform directly the calibration of the TCWV
content itself, through the determination of
polynomial coefficients, instead of the calibra-
tion of the 910 nm reflectance.

A data base including reference humidity data
in the form of TCWYV, collocated with POLDER,
level-1 clear sky reflectances is required. Ra-
diosonde/POLDER match ups were first used
to develop a method to screen cloudy situations,
independantly of level-2 processing, since water
vapour calibration has to be performed before
level-2 will processed. However, cloud screening
does not leave enough matchups to perform
calibration. SSMI TWCV observations were
thus used as a main reference, the satellite
coverage offering much more match-ups than
the radiosonde network.

Ill-a Use of radiosondes

We have selected the level-1 POLDER data for
the 3x3 full resolution pixels surrounding each
radiosounding from TEMP (fixed stations) and
TEMPSHIP (shipstations) messages, available
over the globe during the eight-month POLDER-
1 mission (between November 1996 and June
1997). 3278 colocations were found over sea, of
which 1142 for small islands and 2136 for ships.
POLDER data include between 1 and 14 direc-
tions for each of the 3x3 pixels. From this initial
data set, only the sea and glitter cases were kept.
A cloud screening was then performed on this
sea-only-and-glitter data set. The cloud detec-
tion is based on the fact that unlike liquid-water
cloud, glitter targets are highly polarized. A 0.05
threshold on the glitter amplitude was choosen
to perform a first cloud screening, which left 219
island and 482 ship cases. Since the glitter am-
plitude test did not screen out all the cloudy
cases, we added a test on the apparent pressure.
The apparent pressure of cloud is used for cloud
detection in the "Radiation Budget and Cloud”
processing line (Vanbauce et al., 1998). The ap-
parent pressure of the target is computed from
the oxygen transmission estimated from the 763
to 765 nm reflectance ratio. The cloud detection
threshold is calculated as function of geometry
and surface pressure. Only the directions within
159 of the specular reflexion were kept in the fi-
nal test (Figure 1). The final test leaves only 19
island and 37 ship cases giving a total of 1339
pixel-directions.

lll-b Use of SSMI data

To complement the scarse POLDER-radiosonde
collocations, further comparisons were made
with SSM/I TCWV. The SSM/I instrument
(Hollinger et al., 1990) on board the DMSP?
F10 spacecraft provides TCWV estimates with
about 15mn time lag with ADEOS-1. F10 has a
shorter lag, revoir figure avec F10. The Wentz al-
gorithm (Wentz, 1997) minimizes iteratively the
distance between observed and simulated 19-,
22-, and 37-GHz brightness temperatures in or-
der to find the most probable values of TCWV
and other environmental parameters. This al-
gorithm showed very good agreement with in-

3Defense Meteorological Satellite Program
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figure 1: Radiosonde TCWV multiplied by airmass m ver-
sus POLDER reflectance ratio X=Rg10/Rsss for all sea-only-
and-glitter cases and after complete cloud screening: glitter
amplitude, apparent pressure, reflexion angle

dependent radiosonde data from both small is-
lands and ships (-0.2 kg/m? bias and 3.7 kg/m?
rms difference) (Deblonde and Wagneur, 1997).
The updated version of Wentz processing (full in-
tercomparisons between the DMSP spaceraft se-
ries) gives slightly lower values (by 1 to 2 kg/m?)
for TCWYV larger than 55 kg/m?. Figure 2 shows
Wentz version 5 estimates, as function of colo-
cated radiosoundings on ship for the POLDER-1
period. It shows a very good correlation (0.99)
with 1.00 slope, 0.33 intercept, and 1.55 kg/m?
RMS error. Level 1 POLDER mea-
surements colocated with SSM/I 0.25 squared
gridded TCWYV over ocean have been selected
for June 1997. Each SSM/I-POLDER-L1 colo-
cation consists in the SSM/I TCWV content
and POLDER measurements (all channels) for
the 3x3 full resolution pixels closest to the cen-
ter of the SSM/I pixel. The time lag between
POLDER and SSM/I F10 is kept to 15 mn.
These colocated data are also filtered to keep
cloud-free sunglint directions, with similar test
as used for radiosondes match-ups but with more
stringent thresholds (refpol>0.2, Tpapp<-100
and, GlitdifP> 0.15).

Figure 3 shows the colocated POLDER /
SSMI data after cloud screening together with
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figure 2: SSMI TCWYV as function as colocated ship ra-
diosounding (2 hour time lag) between November and June
1997 (kg/m?)

obtained polynomial m.Uyy = agln(X?) +
a1ln(X) fit (a2=204.55 and a1=-49.75).

In order to check the algorithm for high and
small water vapour contents for which few satel-
lite colocations are available, the polynomial
fit is represented with simulated data. Re-
flectances in the 910 and 865 nm POLDER
bands were computed using line-by-line radia-
tive transfert (HITRAN 2000 spectroscopic data
base) from atmospheric profiles. Figure 4 shows
atmospheric m.Uyy as function of computed
reflectance ratio together with the polynomial
fit obtained with POLDER/SSMI colocations.
The agreement is very good even for higher and
smaller m.Uyyy values.
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Introduction

The ensemble Kalman filter (EnKF) is a 4D data assimilation method that uses a
Monte-Carlo ensemble of short-range forecasts to estimate the covariances of the forecast
error (Evensen 1994; Burgers et al. 1998; Houtekamer and Mitchell 1998). It is a close
approximation to the standard Kalman filter. The approximation becomes more accurate
as the ensemble size increases.

The EnKF is conceptually simple. It does not depend strongly on the validity of
hypotheses about the linearity of the model dynamics and requires neither a tangent
linear model nor its adjoint. In addition, it parallelizes well.

Like most modern data assimilation methods, the EnKF directly assimilates observed
radiance data. This aspect of the EnKF, and in particular the assimilation of AMSU-A
microwave radiances, is the focus of this presentation.

First, the EnKF and the experimental environment are briefly described. Then we
focus on how the EnKF assimilates the AMSU-A microwave radiances and show some
results indicating their impact with the EnKF (including a comparison with similar
results from a 3D-Var system). The present text ends with some concluding remarks

and a brief outline of our future plans in this area.

The EnKF
For ensemble member i, the EnKF equations can be written as
U§ =] +K(o; — H(¥])) (1)
wl(t+1) = M(¥) + g, (2)
where

ve . analysis field,
Uf . first-guess (forecast) field,
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0; : vector of (perturbed) observations,
H : interpolation operator (may be nonlinear),
K : gain matrix,
t+1 : the next analysis time,
M : full (nonlinear) forecast model,

q; : representation of model error.

The gain matrix, K, determines how much weight is given to the innovation, o; —
H (\IJ{ ), vis-a-vis the forecast (or first-guess) field, ¥/. As in the standard Kalman filter,

the gain matrix is defined as
K = P/HT(HP/HT + R)7!, (3)

where R is the observational error covariance matrix.
Unlike the standard Kalman filter, the EnKF uses a random ensemble to estimate

error covariances, i.e.,

WHT=:N%;§TH—WMH@U—H@OF (4)
=1

HPTHT = LS i) - A ) - A )
i=1

Note that since H is applied to each background field individually (rather than to
the covariance matrix P/), it is possible to use nonlinear operators. For example, H can

be a radiative transfer model if radiance observations are available.

Localization

Correlations associated with remote observations tend to be small and difficult to
estimate using small ensembles. To filter covariances at long distances, we use a Schur
product (i.e., an elementwise product of two matrices), as described in Houtekamer
and Mitchell (2001). That is, instead of directly using covariances calculated from the

ensemble, we filter any such covariances using

Pl (ri ) = p(r, L) o P (ri7)), (6)

where p is a correlation function with compact support and o denotes the Schur product.
This leads to a positive definite matrix P/ (Gaspari and Cohn 1999). Here r is the
distance between points 7; and r; and L is the distance beyond which the correlation

function, p, is zero. Our rationale is that as ensemble sizes increase in the future (for

158



International TOVS Study Conference-XIll Proceedings

example, with increases in the available computational power), it will be possible to
increase L and thereby relax the localization.

In fact, the EnKF never computes the covariance matrix P/; to calculate the gain
matrix, K, only P/HT and HPfHT are required. By applying covariance localization
separately in the horizontal and in the vertical, we are effectively using the following

modified definition of the gain matrix
K = [py o pr o (PYH)][pv 0 pyr o (HPTHT) + R] 7. (7)

Here pgr and py are the correlation functions used for horizontal and vertical localization,
respectively, and P HT and HP/H™ are computed from the ensemble using eqs. (4) and
(5), respectively. Actually, rather than using a single ensemble, we use a configuration
consisting of a pair of ensembles, as proposed in Houtekamer and Mitchell (1998). Having
two ensembles allows the Kalman gain used for the assimilation of data into one ensemble
to be computed from the other ensemble.

Currently, the vertical localization forces covariances to zero in 2 units of In (pres-
sure). Thus, for example, the covariances associated with a 1000-hPa observation fall to
zero at 135 hPa, while those associated with a 10-hPa observation fall to zero at 74 hPa.

The Experimental Environment

The EnKF used here has been developed in a series of studies in increasingly realistic
environments starting with the 3-level quasigeostrophic model used by Houtekamer and
Mitchell (1998) and Mitchell and Houtekamer (2000). For the past few years, we have
been using the Canadian Global Environmental Multiscale (GEM) primitive equation
model (Coté et al. 1998): initially, a dry 21-level version to assimilate simulated ob-
servations (Mitchell et al. 2002) and, more recently, a 28-level version that includes a
complete set of physical parameterizations to assimilate real observations (Houtekamer
et al. 2003).

Our approach with the EnKF has been to use those observations accepted by the
Canadian operational global 3D-Var. As discussed in Houtekamer et al. (2003), this
facilitates comparisons with the operational system and allows the EnKF to make use
of the operational: (i) “background check” and QCVAR, (ii) TOVS monitoring and bias
correction, and (iii) horizontal thinning of TOVS observations.

Currently, of the observations assimilated by the 3D-Var, the EnKF assimilates the

following;:

from radiosondes: u,v,T, q, Dsur face;

from aircraft: u,v, T}

from satellites: cloud track winds u, v, and AMSU-A microwave radiances;

surface observations: 7', Dy face-
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The EnKF uses the same observational error statistics as the operational 3D-Var.

This, too, facilitates comparisons with the operational system.

Assimilation of AMSU-A Microwave Radiances

For the calculation of simulated radiances from a model state vector, the EnKF (like
the Canadian operational 3D-Var procedure) uses the RT'TOV radiative transfer model.
RTTOV-6 (Saunders et al. 1999, Saunders 2000) was used for the experiments presented
here, although we have subsequently converted to RT'TOV-7. Our implementation of
RTTOV is very much based on its use in the operational 3D-Var (Chouinard et al.
2002). Since it uses egs. (1), (4), (5), and (7) to assimilate observations, the EnKF
requires neither the tangent linear nor the adjoint of the radiative transfer model.

Using only observations accepted by the operational 3D-Var, the EnKF assimilates
AMSU-A channels 3-10 over open ocean and from three to five of these channels over
land and ice depending on the height of the topography, as described by Chouinard et
al. (2002). In addition, the AMSU-A observations used operationally are thinned to a
horizontal resolution of ~ 250 km.

The results shown below are from data assimilation cycles over a 2-week period in
May - June 2002. During this period, AMSU-A observations were available from two
polar orbiters, NOAA-15 and NOAA-16. Due to the horizontal thinning of the AMSU-A
observations, approximately 3000 profiles were available for assimilation every 6 h from

each of these two satellites.

Results from Two Experiments

The first experiment is a TOVS/NOTOVS experiment. Results are evaluated by
verifying 6-h forecasts against radiosonde observations. The evaluation is performed
over a 5-day period, after a 5-day spin-up. In this experiment, the horizontal grid is 144
x 72, the EnKF uses a total of 96 ensemble members, and the correlation function used
for localization in the horizontal falls to zero at 2300 km.

Results show a neutral to modest improvement in the Northern Hemisphere (not
shown). A more substantial positive impact of the AMSU-A observations is observed
in the tropics and in the Southern Hemisphere. The Southern Hemisphere results are
presented in Fig. 1. It can be seen that assimilation of the AMSU-A profiles results in
generally smaller biases and standard deviations (std dev) for all five variables.

The second experiment is a 3D-Var/EnKF comparison. Both methods have been
used to assimilate exactly the same set of observations, using the same observational
error statistics. The same forecast model (resolution, physical parameterizations, etc.)

has been used for both methods. For this experiment, the horizontal grid is 240 x 120;
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the EnKF uses a total of 128 ensemble members; and the correlation function used for
horizontal localization in the EnKF falls to zero at 2800 km. Houtekamer et al. (2003)
present verifications of 6-h forecasts and analyses against radiosonde observations for
this experiment. Here we examine verifications against the AMSU-A data.

Figs. 2 and 3 show O - P and O - A statistics for each AMSU-A radiance channel for
the 3D-Var and EnKF assimilation cycles, respectively. A comparison of corresponding
panels from the two figures indicates that the current version of the EnKF yields larger
std dev values than the 3D-Var, especially for channels 3, 9, and 10. The EnKF also
produces larger biases than the 3D-Var system, perhaps because the AMSU-A data is
bias corrected using the latter system. The results, while encouraging, indicate that
there is considerable room for improvement with respect to the EnKF assimilation of
the AMSU-A data.

Conclusions

An EnKF has been developed for atmospheric data assimilation. It is to be used as
the data assimilation component of the Canadian operational medium-range FEnsemble
Prediction System. Results with real observations indicate that the EnKF can be used
to assimilate AMSU-A microwave radiances.

Work is continuing aimed at improving the assimilation of the AMSU-A microwave
radiances in the EnKF. Among the aspects that we intend to examine are: the effect of
the vertical/horizontal localization; the necessity for EnKF-specific (a) QC, (b) moni-
toring, and (c) bias correction procedures; the desirability of adjusting the observational
error specification, including the possible inclusion of observational error correlations. We
also intend to assimilate other types of radiance data, e.g., AMSU-B, with the EnKF.

Acknowledgments: The development of a new data assimilation algorithm is a com-
plex project. We are grateful to our many colleagues at Direction de la recherche en
météorologie and the Canadian Meteorological Centre for their help, suggestions, and
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vice regarding the assimilation of the AMSU-A radiances. We also thank Chantal Cété
for generating Figs. 2 and 3.
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Figure 1: Verification scores for the ensemble mean for the first experiment. The mean
value, i.e., bias, (dashed) and std dev (solid) of the observed minus interpolated 6-h
forecasts are shown for the assimilation cycle with AMSU-A data (in red) and without
AMSU-A data (in blue) for the region south of 20° South.
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Figure 2: Observed minus analysis (O - A, blue) and observed minus 6-h forecast (O -
P, red) for AMSU-A channels 3-10 for the 3D-Var assimilation cycle.
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Figure 3: As in Fig. 2, but for the ensemble mean of the EnKF assimilation cycle.
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1. Introduction

Satellite vertical sounding data, which represent the three-dimensional distribution of
the atmospheric state at the time, are based on infrared and microwave observations from
meteorological satellites. Nowadays more and more deduced atmospheric parameters
from satellite vertical sounding data and other satellite data are used in numerical weather
forecasting. In order to use as many of these data that are high spatial resolution, a
four-dimension data assimilation scheme is developed to introduce them into a numerical
weather prediction model. The quality of the model’s initial field is therefore improved.
Then the model physical parameters such as wind and water vapor become more rational.

With the use of 4-DVAR, which is based on an adjoint equation, various observations
have been introduced into the numerical model. In this paper, aMMS5 numerical model is
the dynamic restriction and HIRS cloud-clear radiances from NOAA satellite are taken as
the forcing of observations. So the known atmospheric rules that are described in the
model and the efficient information that is contained in multi-time observations could be
used in the prediction. Because the observations which are not in the same form as
numerical model variables, in our scheme a fast transfer model, RTTOVS, is used to
convert the model variables, such as air temperature and water vapor profiles, into HIRS
cloud-clear radiances. If the adjoint of RTTOVS5 is performed while the adjoint of MM5
isintegrated, the radiances data from satellite can be assimilated into the numerical model
directly. It isavirtue of 4-DVAR that the assimilation of observations is performed at the
location of observation station. So while each viewing point of a satellite sounder could
be processed as an observation station, possible big errors due to the interpolation from
regular grids to the station should be turned away. Therefore, the initialization to the
assimilated fields are not necessary, for the initial fields have been restricted by the
numerical model, which means the variables have been consistent when the adjoint
model isintegrated.

2. Theory and Model

Because we are using HIRS data from NOAA satellites, the orbit time of the satellites
over East Asia varies everyday. Thus it is quite different from the regular time of
radiosonde observations. So some errors will be possible if the time of assimilation is
fixed. However in 4D-VAR, al orbit times in the assimilation window can get its
corresponding output from MM5 and the transform is performed by afast forward model.
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Thus atmospheric state profiles to radiances from satellite can be carried out correctly.
The cost function in the 4D-VAR can be represented as:
J(X)=J,+J

1 _
‘]b =§(X - Xb)T B l(x - Xb)

Jo= ZZ[E (Xien) — yi(,)ibcsh]T (O+F)™[F (%) = ¥iion

i ich
where the vectors X = (u,v, p,t,q) are al control variables at initial time, u and v are

horizontal wind speed, w is vertical speed, p'is the pressure perturbation, T is air
temperature and q is the water vapor. During the assimilation, elements in X are adjusted
until the end of iteration. And Xb, which is based on an estimation of error covariance B,
is obtained from MM5’s analysis. J»is the background and Jsis the forcing from satellite
HIRS data. | is the total NOAA16 orbit number contained in the 2 hours assimilation
window, ich is the whole number of HIRS channels that are used in the data assimilation.
In general, the error covariance-B of background fields only consists of a diagnostic
factor and its values are the difference of the model forecast at the initial time and the

time of the 6th hours' integration. This can be represented as: B=1/|Xl— X2| / 2 where

X1and Xz are the control variables from model prediction at the two times. In the satellite
HIRS forcing term, the matrix-(O+F) is the summation of the error covariance of the
forward model and HIRS data. Usually the biases from simulated radiances to HIRS
observations are transacted to get an approximate matrix (O+F+P). If errors from initial
profiles are ignored, the matrix could be predigested to (O+F). In fact, the weighting of
satellite forcing is set to be 1, while the values of satellite forcing at the first time and
prior statistic biases are considered, an experimental error covariance matrix (O+F) is
available. In order to decrease computation, the number of HIRS channels which are
involved in the data assimilation is selected. Errors of these channels are independent, for
the pressure layers of the channels do not overlap. Thus the matrix (O+F) can be treated
as a diagonal matrix.

In4D-VAR, Y isset to be value of the first iteration, then the MM5 forward model
starts its integration from toto txwhich is the end of the assimilation window. While the
mode! is performed, y° the atmospheric state vector from MMD5, is outputed every 6

hours. When there are satellite observations, radiances of the HIRS channels designed to
be involved in the assimilation are calculated by RTTOV5 to get the value of satellite
forcing. The adjoint of MM5 starts performing at tv after the execution of the MM5
forward model. The initiad perturbation value of the conjugation function:

O y(ty) =W, (ys —V,) istheinitial field of the adjoint model. The basic states of the
adjoint model are available from y° and the gradients of satellite forcing are obtained
from the adjoint of RTTOV5 in which the initial values of the adjoint are set to be bias
from the simulated radiances to the satellite observations: W, (y° —V.). Then, a finite
memory semi-Newton algorithm is used to get a new initia field y; for the MM5

forward model along an optimal convergence direction of cost function. Using iteration
of the semi-Newton algorithm, various yS are obtained until the optimal with a more

167



International TOVS Study Conference-XIll Proceedings

satisfying precision. Finaly (yo), is set to be the initial field of the MMS5 forward model to
check the possible improvement in the forecast atmospheric state field and precipitation
due to the introduction of satellite datain the numerical model.

3. The Experiments and Results

Prior to the assimilation, though the gradients of the forward model and the adjoint of
RTTOV5 MM5 have been tested, it is still essential to test the gradients of the 4D-VAR
after the coupling of these two models while the potential transmission mistakes between

them are considered. While w(a) is set as single precision, its value varies with a can

be represented as:
a0 =0.0000000E+00

++<q_00=9.9999990E-05>++
1 a=0.10000E-04 F(A)= 0.1002861300E+01
=2 0=0.10000E-05 F(A)= 0.9989470500E+00
3 4=0.10000E-06 F(A)= 0.1019896300E+01
=4 o=0.10000E-07 F(A)= 0.9372019800E+00

|=5 a=0.10000E-08 F(A)= 0.5512952800E+00

To check the impact on meso-scale weather prediction by the atmospheric vertical
sounding data from satellite, HIRS data from NOAA16 are introduced into a MM5
4D-VAR system to simulate a rainstorm that developed from 21 to 25 July 2002. Both
data of background fields and the initial fields from the MM5 forward model are attained
from analyzed fields of T106. 100hPais set as the top of MM5. Since the top of MM5 is
far lower than the top of RTTOV5 (0.1 hPa), some climate profiles are used from 100hPa
to 0.1 hPa. A cubic spline interpolation is used to get air temperature and water vapor on
pressure levels of RTTOVS from these variables on the pressure levels of MM5. Then an
experiential quality control is designed to remove satellite data with large bias to the
simulated radiances and a cloud mask method is also used to make sure that all satellite
data are located in cloud-clear areas. The length of the assimilation window is 2-hours, so
two orbits of NOAA16 are involved in the window from 12 UTC to 14 UTC on July 21.
Some preliminary tests show that data from all HIRS channels cannot confirm the best
prediction if all these data are introduced into the 4D-VAR. Therefore it is essential to
select part of the channels to use in the data assimilation. According to the pressure level
of the weighting function of every HIRS channel, some channels could be independent to
each other. If channels, such as Os channel and short wave window channels (channel
17-19) are ignored, data from 9 HIRS channels are used in the data assimilation while
these independent channels are considered.

The center of the test domain is set as 25°N, 120°E. Tota grids are 61*61, grid
spacing is 45km (figure 1). The primary precipitation from 21 to 22 July 2002 is
distributed from 30°N, 112°E to 30°N, 120°E. Because of the cloud cover, HIRS datain
one orbit of NOAA16 are used in the data assimilation, only one of the two precipitation
centers (one located at 29°N, 114°E, and the other is at 24°N, 109°E) is included in the
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orbit area. After 24-hours integration of the MMS5 forward model, the simulated
precipitation center is at 30°N, 114°E, compared to the total precipitation at 30°N, 117°E

of 20.0 mm in the control test, the assimilated total precipitation of 33.1m which is 50%
more than the prior value. And the total precipitation and the location of west center are
not different in the two tests.

The test shows that assimilation of HIRS data from satellite can get certain
improvement to numerical model prediction. Due to the impact of cloud, meso-scale
forecasting in cloud area could not get any change. Because only microwave sounding
data from satellite can be used in cloud areas, the assimilation of these data could
potentially make an improvement to predictionsin cloud areas.
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Figure 1. Test terrain of the MM5.
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Figure 2. The observed precipitation from 21-22 July.
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Figure 3. Total 24-hours’ precipitation in control test (right) and assimilation test
with satellite data (I eft).
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Impact of the assimilation of MSG/SEVIRI radiances
in a mesoscale NWP model

by Thibaut Montmerle *
Météo-France/CNRM: 42, av. G. Coriolis 31057 Toulouse, France

Summary

The SEVIRI radiometer onboard MSG provides a complete set of radiance observations

in the visible and the infrared spectrum every 15 min with an approximate spatial resolution
of 5 km over Europe. Those measurements therefore seems to be particularly well adapted for
the weather prediction at convective-scale, since they allow continuous access to information
about the variation rates of temperature and humidity fields in space and time.
In order to quantify the impact of the assimilation of SEVIRI radiances in the analysis of those
meteorological quantities, the regional NWP model ALADIN and its 3D-Var assimilation
system have been used. SEVIRI data from the 12t® February 2003 case have been bias
corrected, thinned and screened before the assimilation itself. Data from channels 3.9 p
and 9.7 p have been blacklisted because of strong biases due to cloud contamination and/or
calibration problem. Furthermore, a cloud detection scheme has been used in order to keep
information above cloud top. The impact of the assimilation of the remained radiances
leads to a reduction of the error in the humidity field in mid to high troposphere and to
the humidification/drying of areas that allows a better prediction of mid to high level cloud
cover. No impact have been observed in the analysis of the temperature field.

1 Introduction

The context of this work is the AROME project, which is Météo-France’s future Numerical
Weather Prediction (NWP) system at regional scale. This non-hydrostatic model, which is
planned to run operationally around 2008, will cover the French territory with a 2.5 km horizontal
resolution and will perform 1 to 2 hours data assimilation cycles using a 3D-Var algorithm. In
this context of regional weather forecasting, the high horizontal and temporal resolutions of
measurements performed by geostationary satellites are an asset compared to polar satellites,
despite their weaker spectral and vertical resolutions. The purpose of this paper is to investigate
the impact of the assimilation of SEVIRI IR observations in this context.

Since the AROME model still is in research phase, the study presented herein shows preliminary
results of the assimilation of radiances observed by SEVIRI the 12 of February 2003 in the 3D-
Var assimilation system of the ALADIN model (Radnoti et al., 1996). This spectral hydrostatic
model, which is the LAM version of the global model ARPEGE/ IFS, covers the western Europe
with a 10 km horizontal resolution. Its initial state and large scale conditions in the boundaries
of its retrieval domain are given by ARPEGE outputs.

2 Experimental framework

ALADIN’s 3D-Var can be used in research mode to assimilate the same types of observations than
ARPEGE/IFS, that are among others radiosondes, ground station measurements, horizontal

*corresponding author’s address: montmerle@cnrm.mete- o.fr
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wind retrieved by geostationary satellites and radiances observed by the microwave radiometer
AMSU-A onboard NOAA-16 and NOAA-17. The formalism of the variational analysis follows
closely the work in ARPEGE/IFS (Courtier et al., 1994).

To assimilate SEVIRI brightness temperature (7} hereafter), this assimilation system has been
modified in the following way: the analysis z® represents the atmospheric state which is the best
fit between the background z° (usually taken as a 6 hour forecast) and the available observed
radiances stored in the y vector. The cost function is written under an incremental formulation:

J(z) = %Ja:TB_l(Sx
+3(Héz — d)TR 1 (Héz — d)

Where éz is the increment defined by the difference between z® and z°; B is the background
covariance error matrix computed using the "lagged NMC” method (Siroka et al., 2002). This
method is base on the computation of theB matrix from a pair of forecast valid at the same time,
the short term run using the same lateral and initial conditions than the long term run. This
allows to reduce the large scale variance and to get sharper analysis increments more adapted for
mesoscale assimilation; R is the observation covariance error matrix; d the innovation vector that
represents the departure between the observations and the background model state interpolated
in the observation space:

d =y— H(zb

H being the observation operator that allows to write model variable in the observation
space. The latter operator can be strongly non linear and contains i) the fast radiative transfer
model RTTOV-6 (Saunders et al., 1999), which allows to retrieve T} from surface pressure and
temperature and from vertical profiles of temperature, humidity and ozone, ii) a horizontal
interpolation operator permitting to move the control variable profiles on observation locations,
iii) a vertical interpolation and extrapolation operators allowing to position these profiles on
RTTOV vertical levels. H is the tangent linear operator of H in the vicinity of the background
state 2°. The variational problem is solved by calculating iteratively the cost function and its
gradient:

Vsed = (B '+H'R'H)iz - H'R'd

Convergence is obtained after ||V, J|| reaches a fixed minima.

3 Data preprocessing

The data used in this study comes from the 12" February 2003, which corresponds to the first
complete broadcasted SEVIRI image. At 13h30 UTC, these images are displaying a typical
winter situation over western Europe characterized by an intense easterly moving low located
south of Greenland, by an associated frontal rainband and by strongly anticyclonic conditions
over eastern Europe that advects cold air westward, which produces stratus over Belgium and
Germany.

3.1 Bias correction

The systematic error of the satellite data can be computed by looking at the innovation vector,
as explained in (Harris and Kelly, 2001). This error arises mainly from errors in instrument
calibration, radiative transfer model or from biases in model fields. To minimize the effect of
the latter, only radiances near radiosondes are taking into account, since it is assumed that the
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model is relatively unbiased at these locations. Contrary to polar satellites, bias due to scan
angles are negligible for geostationary platform, since these angles are small in this case.

MSG SEVIRI 2 9112 active data MSG SEVIRI 3 7099 active data
T T T T T T 1 o L e e e e A
2ol g ]
[ ! ]
® f P! ® a
o 157 o 4 % I
< [ ;! 1< 20 1Y i
8o S 6 p
o 1or / | ] 3 ;o
O L o
S yo S ;o
5r Y b
L i S b .
oL LT w\q w‘“f’?'w--,w N L] 0 L"\””V\”\ P/ \\1\-‘["\» L
-169-87-6-54-32-1012 3456 7 8 910 -169-87-6-54-32-1012 34567 8 910
obs—mod (K) obs—mod (K)
MSG SEVIRI 4 4417 active data MSG SEVIRI 6 4450 active data
e L e e e L SOF T T T T T T T ]
S 40F i E
—~ Pl 1T = !\ E
X Il LN hy E
3] ! o S0F Iy E
Q o E |
§ 200 & I ]
3 3 20F 3
Q o E
o S :
1oF E
ol oo (o) S TN ]
-16-9-87-6— -169-8-7-6-54-32-1012 34567 8 910
obs—mod (K) obs—mod (K)
MSG SEVIRI 7 4574 active data MSG SEVIRI 8 5586 active data
o) o e P ] o L e e e e e S B
3 /| ]
25F D E )
—~ L [ e /\
¥ 20F o En ;!
o F | [ |
8] [ | s} |
g 1sf 3 € 20r P g
5 [ 5 |
S 10F 1 8 A
o 5 o :
5F E
ot i : LT i 0 il TN

L L L 1l il Il Il Il L L L LN L L L L] L L 1oy L .
6-9-8-7-6-5-4-32-1012 3456 78910 -169-8-7-6-5-4-3-2-10 12 3 456 78 910
obs—mod (K) obs—mod (K)

Figure 1: Histograms of T} for the non-corrected background (dotted line), the applied bias
correction (dashed line) and the corrected background (solid line) for the channels WV 6.2 p
(channel 2), WV 7.3 4 (3), IR 8.7 1 (4), IR 10.8 4 (6), TR 12.0 1 (7) and IR 13.4 4 (8)

The air-mass biases are computed for each channel using a multiple linear regression algo-
rithm applied on four predictors that are 1000-300 hPa and 200-50 hPa thickness, model surface
skin temperature and total precipitable water. The Fig. 1 shows the result of the bias com-
putation for the six channels WV 6.2 y, WV 7.3 u, IR 8.7 4, IR 10.8 u, IR 12.0 g and IR
13.4 p. IR channels 3.9 p and IR 9.7 p have been blacklisted because of strong biases due to
cloud contamination and/or calibration problem. For the resulting channels, some cases present
strong initial bias (more than 5 K for WV 6.2 x) which seems to confirm calibration problem
for the studied situation. However, the innovation vector post-bias correction is well centered
on zero, which indicates a good bias correction. To be really efficient, this method should be
applied on several assimilation steps to take into account more data in the computation of the
linear regression parameter and to perform monitoring. This point is part of the perspective of
this work.

3.2 Screening

Once the bias correction has been completed, further successive operations on data are applied:
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e Cloud detection scheme: the ECMWF clo- ud detection scheme devoted to the as-
similation of AIRS radiances (Watts and McNally, 2002) has been adapted for SEVIRI
radiances in order to detect channels that are non affected by cloud contamination. As
a matter of fact, those channels are potentially useful by the assimilation system. This
method allows to determine for each channel the level at which the presence of a single
layer opaque cloud causes a 1 % change in the clear air radiance diagnosed from the model
fields. For SEVIRI, it allows in most of cases to keep more data from the two WV channels
since their weighting functions have a maximum above 600 hPa.

e Quality control: this check rejects data whose (obs-guess) value exceeds the sum of
the background and the observation variances (o, and o, respectively) time an empirical
constant a:

((y = H(z")/ov)* > (1 +07/0})

The uncertainty of the humidity estimation in the troposphere leads to take a larger a for
WYV channels.

e Thinning: To keep the observations relatively uncorrelated, only one pixel over five has
been taken into account in the process, which corresponds broadly to one observation every
30 km over Europe. Since the horizontal range of the analysis increment is around 100
km, this choice seems reasonable.

4 Impact of the assimilation of SEVIRI radiances

Results of the assimilation at 12 UTC of the observations out coming the screening process in
ALADIN’s 3D-Var is summarized on Fig. 2. This figure shows statistics on 7} for each SEVIRI
channels separately. The distance between the two curves indicates how the addition of SEVIRI
Ty could modify the background fields during the assimilation. A large reduction of RMS error
can be seen for the two WV channels, which indicates that a large part of the information carried
out by these channels have been taken into account in the analysis. Results are less notable for
the 4 resulting IR channels, but their assimilation still is useful. For every channels, the bias are
also smaller in the analysis. The cloud detection scheme leads to consider more WV observations
(channels 2 and 3) and in a less obvious way T} observed by the CO2 absorption band channel
(channel 8 at 13.4 p).
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Figure 2: RMS error and bias for obs-guess (solid line) and obs-analysis (dashed line) after the
assimilation of SEVIRI radiances. The ordinate axis represent the number of channel and the
number of selected data after the screening
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To quantify the impact of the assimilation of SEVIRI radiances on the analysis of temperature
and humidity, comparisons have been undertaken between radiosondes measurements and values
given by the background and the analysis interpolated at the launching sites. Fig. 3 displays such
comparisons for 18 radiosondes performed in clear air conditions at the time of the assimilation
over western Europe. A notable impact can be seen on the analysis of humidity in mid to high
troposphere, with a 10 to 20 % error reduction compared to background values. On the other
hand, the impact on temperature analysis is negligible. This can be due to the rather poor
spectral resolution of SEVIRI channels, but also to the actual structure of the B matrix that
leads sometimes to unrealistic information propagation along the vertical axis.

— EQM
-- BIAIS

1.

Figure 3: Mean standard deviation and bias profiles (solid end dashed lines respectively) of the
difference between 18 radiosondes and the background (thin line) and the analysis (bold line)
for the temperature (left column) and the humidity (right column)

5 Impact on short term forecast of cloud cover

During the previous sections, it has been shown that, after the assimilation of SEVIRI radiances
(which corresponds to SEV experiment), the analysis increments generate humidification or
drying of the mid to high troposphere in better agreement with in-situ measurements. The
maximum values of those increments are from the same order of magnitude than those obtained
after the assimilation of radiosondes (around 0.6 g/kg for the humidity field) (not shown).
The impact on forecasts should therefore be seen on cloud cover fields, diagnosed from relative
humidity and precipitations generated by the convection scheme. Comparisons of this quantities
with NOAS experiment and Meteosat-7 images is displayed on Fig. 4 (NOAS corresponds to
the prediction performed without any data assimilation).

In the SEV experiment, the most noticeable effect is that the atmosphere has been humidified
upstream the frontal rain band and south east of Spain mostly around 750 hPa (not shown).
After 24 hours forecast, this has permitted respectively to shift the frontal rain band eastward
and to get a larger extent to the north of the large convective system located in south west
Mediterranean see. The high level cloud cover is also more developed above the northern see.
These features seem to be in better agreement with Meteosat WV image than NOAS.
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6 Conclusion

SEVIRI data from the 12" February 2003 case have been assimilated in the 3D-Var system of the
regional LAM model ALADIN. These data have been firstly preprocessed: channel 3.9 and 9.7
1 have been blacklisted; a pixel-by-pixel air-mass dependent bias correction have been applied;
a cloud detection sche- me has been adapted to take into account potential information above
cloud top; a quality control check based on the examination of the innovation vector have been
performed; data have been thinned. The impact of the assimilation of the resulting observations
shows a reduction of the background error in mid to high troposphere for the humidity, mainly
due to the information given by the two WV channels. No significant impact on the analysis
of temperature has been noticed. The analysis increments lead to humidification or drying of
certain areas with the same order of magnitude than increments obtained after radiosonde as-
similation. 24 hours prediction shows mid and high level cloud cover in better agreement with
observations.

To confirm those encouraging results, other cases have to be examined. Cycled assimilation
with different frequencies (from 1 hour to 15 min) are currently under progress in order to study
the potential contribution of SEVIRI’s high temporal resolution vs. the high spectral resolution
of AIRS-like radiometer. To maximize the impact of the assimilation of such observations at
regional scale, some work has also to be done on the B matrix in order to take into account
meteorological phenomena at that scale (such as low level inversion, position of a front...).

Acknowledgement: This work has been done thanks to a Alcatel Space financing.
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Figure 4: Horizontal cross section of 24 hours forecast of high level cloud cover for (a) NOAS
and (b) SEV experiments; (c) corresponding Meteosat WV channel observation
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Abstract

At the Hungarian Meteorological Service for the last few years we have been investigating the three-
dimensional variational (3D-Var) data assimilation technique in the limited area model ALADIN
(ALADIN/HU). Our main objective is to change the so-called dynamical adaptation (initial file from
the global model ARPEGE) that is recently in operational use, to a 6-hour data assimilation cycle.
Another important task is to use as many observations as possible.

Data from radiosonde and surface observations are already prepared for data assimilation. At present,
we are investigating the use of data from aircraft (AMDAR) and satellite (ATOVS) observations. The
impact of ATOVS data is studied in two resolutions (80 and 120km). In the ALADIN 3D-Var, the
specific humidity is assimilated together with vorticity, divergence, temperature and surface pressure
(in multivariate formulation). According to the preliminary results, it is better to assimilate the specific
humidity separately (univariate formulation) from all other control variables.

We got promising results when assimilating ATOV S data at 80 and 120 km resolutions.

Introduction

In 2001 a complex study was performed to compare the quality of locally pre-processed ATOVS
radiances (level 1d) from CMS (Centre de la Météorologie Spatiale, Météo France) in Lannion with
those from NOAA/NESDIS' (Randriamampianina and Rabier, 2001). According to the results of this
study, the quality of the locally pre-processed ATOV S data is better than the quality of NESDIS data.
Moreover, the positive impact of the locally pre-processed ATOVS data on the forecast of the
ARPEGE model over Europe (Lannion reception area) was more significant than that of NESDIS.
These encouraging results were one of the reasons to choose the ATOV S data as potential observation
to complete the observational database at the Hungarian Meteorological Service (HMS). In 2002 the
implementation of the locally pre-processed ATOVS data was performed. Hence, a new concept of
data pre-processing was worked out followed by the implementation of a bias correction program to
estimate the systematic errors of the local ATOVS data. More information about the pre-processing
and the implementation of ATOVS data into the ALADIN three-dimensiona variational (3D-Var)
data assimilation at the Hungarian Meteorological Service (HMS) is described in Randriamampianina
(2003).
Thisreport presents the first results of the study on the impact of ATOV S data on the analyses
and forecasts of the ALADIN model. Section 2 gives a brief description of the characteristics
of the ALADIN/HU model. Section 3 introduces the pre-processing of ATOVS data. A
description of the performed experiments for the impact study is given in Section 4. Section 5
presents the results of the impact study, followed by some selected cases in Section 6. In
Section 7 we draw some conclusions and discuss further tasks.

Main characteristics of the ALADIN/HU model and its assimilation system

The hydrostatic version of the ALADIN model was used in this study. The horizontal resolution of the
ALADIN/HU is 6.5 km. ALADIN/HU has 37 vertical levels from surface up to 5 hPa. We use the 3D-
Var technique as an assimilation system. An important advantage of the variational technique is that
the cost function for the observation part is computed in the observation space. Consequently, for

! NOAA/NESDIS- National Oceanic and Atmospheric Administration/National Environmental Satellite
Data and Information Service
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assimilation of radiances, we have to be able to determine them from the model parameters. For this
purpose we need a radiative transfer code. In ARPEGE/ALADIN we use the RTTOV code (Saunders
et a., 1999), which uses 43 vertical levels. Above the top of the model, an extrapolation of the profile
is performed using a regression algorithm (Rabier et a., 2001). Below the top of the model, profiles
are interpolated to RTTOV pressure levels. Assimilation systems require good estimation of the
background error covariance - the so-called "B" matrix. The B matrix was computed using the
"standard NMC method" (Parrish and Derber, 1992). A 6 hour assimilation cycling was chosen,
consequently the 3D-Var is running 4 times a day at 00, 06, 12 and 18 UTC. We perform a 48 hour
forecast one time aday from 00 UTC.

Data pre-processing
We receive the ATOVS data through an HRPT antenna. The AMSU-A, level 1C, data are pre-
processed by the AAPP (ATOV S and AVHRR Pre-processing Package) package.

Choice of Satellite

Because of its technical specification, our antennais able to receive data from only two satellites at the
same time. Datafrom NOAA-15 are available over the ALADIN/HU domain at about 06 and 18 UTC,
while data from NOAA-16 are available around 00 and 12 UTC. The orbit of the NOAA-17 is
between the orbits of the other two satellites a bit closer to that of NOAA-16. We know that NOAA-
15 has problems not only with the AVHRR instruments but also with some microwave channels
(AMSU-A-11 and AMSU-A-14). Nevertheless, NOAA-15 and NOAA-16 were chosen for the impact
study to guarantee the maximum amount of observation at each assimilation time.

Extraction of ATOVS data
Satellite data observed and pre-processed in the interval of £3 hours from the assimilation time are
treated. The maximum number of the orbits found at one assimilation time varies up to 3 (see Fig. 1).

Bias correction

The systematic error of the satellite data can be shown by comparing the observed radiances with the
computed (simulated) ones. The systematic error arises mainly from errors in the radiative transfer
model, instrument calibration problems or biases in the model fields. The bias correction coefficients
for data from NOAA15 and NOAA16 were computed for the study period according to Harris and
Kelly (2001). Note, that the bias coefficients were computed for different latitude bands. Fig. 2
demonstrates the bias, computed for the same latitude band for NOAA-15 and NOAA-16.

AMSU-A 2003-01-15-00:00 UTC

e T [ e

Figure 1: Satellite data over the ALADIN-HU domain (central + inner zone).
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Figure 2: Bias (in degree Kelvin) specific to the scan angles varies with latitude band. Figures
present cases, when the biases were computed for the same latitude band.

Channel selection

Analysing the bias of the brightness temperature, specific for each AMSU-A channel, inside all
possible latitude bands, we decided to keep the same number of channels as they were used in the
ARPEGE model (see Table 1.).

Table 1.:The use of AMSU-A channels

Channel number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Over Land X X X X X X X X
Over Sea X X X X X X X X
Over Sea ice X X X X X X
Cloudy pixel X X X X X

Note, that over land channels 5 and 6 are used when the model orography is less than 500m
and 1500m, respectively

Our study is interesting from the point of view of using AMSU-A data over land (see Table 1.),
because the percentage of land over the ALADIN-HU domain is more than 70%.

Observation statistics and assimilation of radiances

It is necessary to check the efficiency of the statistics (observation error) used to handle the
observation in case of new data and, in our case, "new model configuration” (more examples can be
seen in Randriamampianina and Rabier, 2001). The observation (AMSU-A radiances) minus guess
(computed radiances) were compared with the observation minus analysis for this purpose (see Fig. 3).
These graphs show statistics computed from a few days (2003.02.20-2003.02.25) cycling. The
distance between the two curves indicates how the addition of the AMSU-A data could modify the
first-guess fields during the assimilation. The larger the distance, the bigger the impact of the
observation (so, of the AMSU-A) on the analysis. These results are comparable to those computed in
Randriamampianina and Rabier (2001). Thus, we decided to keep the original values of the theoretical
standard deviation at this stage asit is used in ARPEGE.

Experiments design

In the experiments, two thinning techniques (80 and 120 km resolutions) were investigated. The
impact of ATOV'S data was studied for a two-week period (from 2003.03.20 to 2003.03.06). Surface
(SYNOP) and radiosonde (TEMP) observations were used in the control run. The impact was
evaluated comparing the control run with runs with TEMP, SYNOP and ATOV S data. Examining the
first results, we found that the impact of ATOV S data on analysis and forecasts depended on the way
the control variables (vorticity, divergence, temperature and surface pressure and the specific
humidity) were handled. In particular, the assimilation of the specific humidity in univariate form or
with all control variables using the multivariate formulation was focused on.
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The following experiments were carried out:

T8000 - TEMP, SYNOP and AMSU-A data were assimilated. The AMSU-A data were thinned at
80km resolution. The multivariate formulation was used for all control variables.

T1200 - TEMP, SYNOP and AMSU-A data were assimilated. The AMSU-A data were thinned at
120km resolution. The multivariate formulation was used for all control variables.

Aladt - TEMP and SY NOP were assimilated - control run. It is our 3D-Var cycling running in parallel
suite. The multivariate formulation was used for all control variables.

Touhu - TEMP, SYNOP and AMSU-A data were assimilated. The AMSU-A data were thinned at
80km resolution. The specific humidity was assimilated as a univariate control variable, while
the other control variables were assimilated using multivariate formulation.

12uhu - TEMP, SYNOP and AMSU-A data were assimilated. The AMSU-A data were thinned at
120km resolution. The specific humidity was assimilated as a univariate control variable,
while the other control variables were assimilated using multivariate formulation.

Aluhu - TEMP and SYNOP were assimilated - the control run. The specific humidity was assimilated
as a univariate control variable, while the other control variables were assimilated using
multivariate formulation.
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Figure 3: Example of statistics of observation minus guess (solid line) and observation minus
analysis (dashed line) for AMSU-A at 00 UTC (upper graphs) and 06 UTC (lower graphs) for
a five-day cycling (from 2003.02.20 to 2003.0225) (left hand side). On the right one can find
the number of data used in the computation of the statistics.

Objective verification
The bias and the root mean square error (RMSE) were computed from the differences between the
analysig/forecasts and the observations (SY NOP and TEMP) and also with the long cut-off analyses of
the global model ARPEGE.
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Most important results

Using multivariate formulation
e We found that AMSU-A data have positive impact on the analyses and forecasts of
geopotential height when assimilating them in both 80 and 120 km resolutions. Especially, on
lower levels (i.e. below 700 hPa), the impact was positive for all forecast ranges. Positive
impact on the short-range (until 12 hour) forecast was observed for all model levels (see Fig. 7)
e A neutral impact on the analysis and forecasts of wind speed was observed.
e A neutral impact of AMSU-A data on the temperature profile was found.

e Regarding the relative humidity fields, clear negative impact was observed.

Difference 18000 - aladt
10 T T T 1 —

Figure 7: Difference between the root
mean square errors for geopotential
height: RMSE+s000 ~ RMSE ajat -
Negative value (coloured) means that
the error of run with ATOVS data is
less than that of control run, thus the
ATOVS data have positive impact. X
8% K and Y axes present the forecast
L . e e S ranges (in hour) and the model levels
6 12 18 24 30 36 42 . .
respectively (in hPa)

The "stability" of the negative impact of AMSU-A data on relative humidity fields showed that the
source might have come from the way the humidity data had been assimilated. We decided to separate
the specific humidity from the multivariate formulation and assimilate it alone (univariate form).
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Assimilating the humidity in univariate form

e The impact of AMSU-A data on forecast of geopotentia height was somewhat less, but
positive compared to the run with multivariate formulation.

e Positive impact on the temperature above 700 hPa was observed from the 24 hour forecast
range (see Fig. 8)

e Concerning the impact on relative humidity, improvement could be observed (Fig. 9). It is
important to mention that we found big improvement at all model |evels when assimilating the
humidity datain univariate form, especialy for levels around the tropopause (Fig. 10). It can be
also observed on the run without ATOV S data (Fig. 10).

e A neutral impact was found for the wind speed.
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Figure 10: Root mean square forecast errors of relative humidity (in percent) at 250 hPa level
against radiosonde observation. Comparison of two 3D-Var runs with ATOVS data
assimilated in 80 km resolution (left hand side graph) and runs with TEMP and SYNOP data
(right hand side graph). Solid line: when the multivariate formulation was used for all control
variables. Dashed line refers to case, when the specific humidity was assimilated in
univariate form. X axis presents the forecast ranges in hour.

Influence of resolution

We performed comparisons to evaluate the influence of resolution of ATOV S data on the analysis and
forecast. In general, the positive impact of ATOV S data on geopotential and temperature was stronger
in case of finer (80 km) resolution of ATOVS data. The 120 km resolution gave "better”" impact on
relative humidity, wind speed and wind direction when using multivariate formulation. Assimilating
the humidity data in univariate form, the finer resolution gave "better" impact on relative humidity
(seeFig. 11).

500 mb

0 6 12 18 24 30 36 42 48

Figure 11: Root mean square forecast errors of relative humidity (in percent) at 500 hPa level
against radiosonde observation. Comparison of two 3D-Var runs with ATOVS data when the
humidity was assimilated in univariate form. Dashed line: thinning in 80 km (touhu). Solid
line: thinning in 120 km (120uhu). X axis presents the forecast ranges in hour.
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We concluded, that the positive impact was somewhat stronger in general when ATOVS data were
assimilated at finer resolution, especially when the specific humidity was assimilated in univariate
form.

Selected cases

As it was shown above, the impact of ATOVS data on the forecast on different parameters was
dightly positive or neutral in general. In the following, we chose certain cases within the study period
to compare the runs with and without ATOVS data with a special attention on forecast of
precipitation.
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Figure 12: Day-to-day root mean square forecast errors (in percent) (upper curves) and
biases (lower curves) of relative humidity at 850 hPa model level. Comparison of 3D-Var run
with ATOVS data assimilated in 80 km (touhu, dashed line) with the control one (with TEMP
and SYNOP only) (aluhu, solid line) for 24 (upper graphic) and 30 (lower graphic) hour
forecast ranges.

Exploring the reasons of negative impact on the forecast of humidity it was ascertained that in some
cases no ATOVS datawas available at all (e.g. 24 February, see Fig. 12), or the negative impact was
characteristic for territories, located rather far from the satellite pass (e.g. 28 February). It indicates
that the negative impact may refer to the absence of ATOVS data, so that the ATOVS data did not
have the possibility to correct the "bad quality" first-guess fields.

We examined what differences we receive in the spatial distribution of cumulative precipitation
depending on the use (here we mean inclusion or exclusion) of ATOVS data in 3D-Var runs. The
results of this study are given in Figures 13-15.

Figure 13 shows that from synoptical point of view there is no big difference between the maps,
created from results of the runs without (left) and with (right) ATOV S data. The objective verification,
however, showed positive impact on 24-hour and neutral impact on 30-hour forecasts (Fig. 12) of
ATOVS data on the humidity on this particular day (2 March). Figures 14 illustrates differences in
cumulative precipitation between the runs without (left) and with (right) ATOVS data at the Eastern
coast of Poland and Western part of Byelorussia. According to the real situation, presented in Figure
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15, there was some precipitation over the mentioned area. One can see that the run with ATOV S data
could slightly better describe this situation (4 March).

1T - Uose 03703702 OOUTC 475 Sdvar+AURU PREC [Z.5.15.25,.. mmy7 24K
ALD 0303 06UTC PV

Figure 13: The 24 hour cumulative precipitation (in mm) predicted over the ALADIN/HU
domain from 2003.03.02 00 UTC. On the left: control run (with TEMP and SYNOP). On the
right: 3D-Var run with ATOVS assimilated in 80 km resolution. In both runs the humidity was
assimilated in univariate form. Note that the 24-hour cumulated precipitation is the difference
between the cumulative precipitation predicted at 6 and 30 hour forecast ranges.

.|

Figure 14: The 24 hour cumulative precipitation (in mm) predicted over the ALADIN/HU
domain from 2003.03.04 00 UTC. Upper picture: control run (with TEMP and SYNOP). Lower
picture: 3D-Var run with ATOVS assimilated in 80 km resolution. In both runs the humidity
was assimilated in univariate form. Note that the 24-hour cumulated precipitation is the
difference between the cumulated precipitation predicted at 6 and 30 hour forecast ranges.

We examined also a situation when ATOVS data were available over a very small part of the
ALADIN/HU domain (case of Feb. 28). Analysing the 24-hour cumulative precipitation, we found
that the run with ATOV S data gave poorer results than the run without ATOV 'S data for cases, when
the rainy territories were located far away from the satellite pass. Moreover (see the 24 h. forecast on
Feb. 28 as an example), the impact of ATOV S data was slightly negative.

Detailed analyses of the above mentioned cases provide important additional information for the
impact study compared to statistical evaluation. Thus, the indexes of the objective verification
sometimes might not be enough for thorough assessment of the impact of satellite data on analysis and
forecast.
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Figure 15: The 24 hour cumulative precipitation (in mm) extracted from SYNOP telegrams for
2003.03.05 06 UTC (upper picture) and the distribution of the ATOVS pixels at 2003.03.04
00 UTC (situation after screening - active observation) (lower picture).

Comparison with the French global model (ARPEGE) long cut-off analyses

We compared the forecasts from runs with and without ATOV S data with the ARPEGE long cut-off
analyses at 4 forecast ranges (12, 24, 36 and 48 hours). The objective of this comparison is to have the
horizontal distribution of the impact over the ALADIN/HU domain.

Figure 16 indicates that positive impact is dominating all over the ALADIN/HU domain. However,
when comparing the average statistics for the 2 cases (Fig. 17), the impact might be dightly positive
(36 hour forecast, 500 hPa) or slightly negative (12 hour forecast, 500 hPa) (Fig 17). We found similar
results when comparing statistics for other variables.

Summary, further suggestions and experiments

e The assimilation of the ATOVS data into the limited area model ALADIN/HU gave neutral
impact in genera (the positive and negative impacts were slight) but the positive impact is
dominating all over the domain.

e Because of the problems related to the humidity, it is recommended to assimilate the humidity
data in univariate form. We changed the assimilation of the humidity from multivariate to
univariate in the version of 3d-Var, running actually in parallel suite in Budapest.

e The impact of the ATOVS data on the forecast of temperature was dlightly negative in the
lower levels. To avoid this, we decided to investigate the use of channels sensitive to the lower
atmospheric layers (channels 5, 6 and 7) before performing any further experiments.

e Theimpact of ATOV S data with finer (80 km) resolution was somewhat "better”, than that of
120 km resolution data. It is recommended to perform the further assimilation of ATOV S data
in finer resolution.

e Further experiments should be done to clarify what kind of expectations we can have with
respect to assimilation of ATOV'S data.

e Similar results were obtained when performing the impact study on other 2-week period. It is
recommended to perform further experiments to study the changes in the impact of ATOVS
data on the forecast in extreme weather conditions.
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To sum up, we can state that at the present stage no definite positive impact of ATOV'S data on the
forecast can be proved in the 3D-Var data assimilation system of the ALADIN model, so it is
necessary to continue the experiments.

P12; 03/02/20-03/03/05: 500hPa RMSE: AUHU-UHU =*Z: cont 2m
{ P36: 03/02/20-03/03/05: 500hPa RMSE: AUHU-UHU *"Z: cont 2m

4 S e

e e, P

w s

Figure 16: Difference between the root mean square forecast errors ( RMSE i — RMSEiouhy )

on geopotential field when comparing the forecasts with the ARPEGE long cut-off analyses.
One can see the 12 hour (left-hand side) and 36 hour (right hand-side) forecasts. Coloured
areas (positive values) indicate, that run without AMSU-A has bigger error, so the impact of
AMSU-A is positive.

Geopotential (m)

Figure 17: Difference between the root
mean square forecast errors
(RMSEauu — RMSEwuii) Of  geopotential
field when comparing the forecasts with
the ARPEGE long cut-off analyses. In
coloured areas we have positive impact of
the AMSU-A data on forecasts

Mo lad (D)
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Preparations for NOAA-N
Thomas J. Kleespies
NOAA /NESDIS/ ORA

Camp Springs, MD USA

Introduction

NOAA-N is acontinuation of the KLM series. However, there are significant differencesin
instrumentation and processing techniques that affect the users of the data. This paper will describe
many of these changes. No discussion will be made her e of level two processing, whichiswell
described in Redle (2004).

Spacecraft

NOAA-K/L/M were al launched using Titan-Ils. NOAA-N will use a Delta2 launch vehicle. This
will permit a more precise orbita insertion and eliminate the need for an apogee kick motor. NOAA -
N is expected to remain within one hour of the nominal equator crossing for up to eight years. The
hydrazine propulsion system has been replaced by a gaseous nitrogen system. This simplifies
spacecraft preparation and safety concerns on the launch pad. There are three solid state recorders on
NOAA-N, whereasNOAA-M had one, and earlier satellites had none. The projected launch date at
thetime of this writing is September 15, 2004.

Instruments

Thereis no change to the AVHRR-3, SBUV-2 or the AMSU-A instruments. The infrared sounder is
now a HIRS-4. The field of view has decreased to 10 km from 19 km for the HIRS-3. Thereis
another Platinum Resistance Thermometer (PRT) in the black body. Thisisdirectly in the center and
will give a better characterization of the temperature gradient as well as providing a better estimate of
the black body temperature within the smaller angular field of view. Thereisaso a new temperature

sensor near the field stop.

The Microwave Humidity Sounder (MHS) is a new instrument, although it has considerable heritage
with the AMSU-B. There are two frequency changes: the AMSU-B 150 and 183.31+-7 GHz channels
ae now 157 and 190.31 GHz on the MHS. Two of the channels how have horizontd polarization.
The internal design is much different. Thereis greater redundancy in the MHS than in the AMSU-B.
For example, the processor and interface electronics are completely redundant, including redundant
PRTs.
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Processing Changes

The AVHRR visible instrument counts to albedo transformation is now well documented and will be
published soon. The non-linear term for the infrared has been increased in precision from six toseven
digits. Thereisa scaling factor change that user s must be aware of. There is no provision to account
for lunar intrusion in the space look at this time, but this will be re visited after launch.

There is no change to the HIRS-4 processing due to the change in field of view size. Asnoted above,
there are now five PRTs which are averaged to produce the blackbody temperature. The PRT
temperature conversion is now a 5" order polynomial. While the effect of this change is small, it is
more accurate. A new agorithm has been proposed to address the problem with the 24 hour average
of calibration dope (Cao and Ciren, 2004). When this dgorithm is implemented, a new lunar intrusion
agorithm will aso be implemented. The lunar intrusion detection is based upon Kigawa and Mo
(2002). When lunar intrusion is detected, the intercept is computed from the blackbody, and the

contaminated slope is removed from the running average of three calibration sequences.

The AMSU-A lunar intrusion is described in Kigawa and Mo (2002). This method calculates a bulk
temperature of the moon. Offline testing works very well, with an accuracy of about 0.06K.

The MHS lunar intrusion algorithm is smpler since there are four independent space |ooks, and the
FOV issmaler than that of the AMSU-A. The objective here is smply to find the one or two coldest
spacelooks during a lunar intrusion event. The PRT temperature is computed differently from the
AMSU-B in that the PRT and three precision resistors, or calibration channels are used.

Level 1B Format Changes

It is planned that all level 1B header records number one will have an identical preamble, which will
comprise approximately the first onehundred bytes. The HIRS header record will have some bytes
offset to accommodeate this preamble. The level 1B multiple header record option may be
implemented on al instruments. The additional header records will contain ancillary dataset names
and any metadata needed for reprocessing. With the exception of the MHS, all data record changes
are supposed to be transparent to the user who does not need to make use of enhanced features such as
lunar intrusion correction. It isintended that all of these changes will be made to dl of the KLM leve
1B data streams prior to the NOAA-N launch. The new 1B formats are available from
ftp://metroweb.nesdis.noaa.gov/pub/noaa-n.

At this site there is adirectory for each instrument, which contains the 1B format, the 1B format
differences fromNOAA-KLM, and sample NOAA-N level 1B data simulated from NOAA-16.
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Documentation
The NOAA-KLM User’s Guide will be amended to reflect NOAA-N specifics
( http://www2.ncdc.noaa.gov/docs/kim/ ). A separate NOAA-N supplement page will have links to

pertinent sections of the revised NOAA-KLM User’'s Guide. Ms. Kathy Kidwell will remain the
editor of the User’s Guide for the next few years.

Processing Environment
The primary processor for the 1B datawill change from an Amdahl mainframe to an IBM -AlIX -

RS6000. Thus the native text will change from EBCDIC to ASCII, and the native MV S real numbers
will change to |IEEE floating point. The result isthat the 1B scaled integers will be fed by a higher
base precision floating point.

Direct Readout
There are some changes to the HRPT format, which will be reflected in the NOAA-KLM User's

Guide. The point of contact for direct readout is now Darrell Robertson,
Darrell.Robertson@noaa.gov.
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Operational High Resolution Infrared Radiation Sounder (HIRS)
Calibration Algorithms and Their Effects on Calibration Accuracy

Changyong Cao
NOAA/NESDIS/ORA, Camp Springs, Maryland, USA
and
Pubu Ciren
QSS Group Inc., Lanham, Maryland, USA

Introduction

The High Resolution Infrared Radiation Sounder (HIRS) is an operational atmospheric
sounding instrument that has been carried on NOAA polar orbiting satellite series for more than two
decades. Itisatraditiona cross-track line scanning radiometer that measures scene radiancein the
infrared and visible spectrum. Among the twenty spectra channels, there are twelve long-wave
channels (669 to 1529 cm'™*), seven shortwave channels (2188 to 2657 cm™), and one visible channd
(0.69 pm), al of which use asingle telescope with arotating filter whed consisting of twenty
individual spectral filters. Andliptical scan mirror is stepped 56 times in increments of 1.8 degrees to
provide cross-track scanning. Thefidd of view for HIRS (HIRS/3 series) on NOAA-15,-16, and -17
is 1.4 degrees in the long-wave and 1.3 degrees for the shortwave channels. From an altitude of ~833
km, the HIRS footprint on the ground at nadir is 20.3 kmin the shortwave and visible channels, and
18.9 kmin the long-wave channels (ITT, 1998). Datafrom the HIRS instruments are used, in
conjunction with other instruments, to estimate the atmosphere's vertical temperaure profile, outgoing
long-wave radiation (OLR), and upper tropospheric humidity. The data are also used to determine sea
surface temperatures, total atmospheric ozone levels, precipitable water, cloud height and coverage,
and surface radiance.

Cdibration of the HIRS infrared channels consists of i ndependent views of the onboard warm
blackbody and cold space. This provides a two-point calibration in which the calibration intercept
and slope for each channel can be computed and used to convert instrument output counts to radiance.
However, there are several complications in the operational HIRS calibration which affect the
calibration accuracy. HIRS calibrates only once every 40 scan-lines, or one cdibration cyclein every
256 seconds. As aresult, the cdibration coefficients between the calibration cycles haveto be
interpolated to the individual scan-lines. Inthe more than 20 year history of operationd HIRS
calibration, severd interpolation methods have been used and unfortunatd y, depending on which
method is used, these algorithms can produce HIRS leve 1b radiance data with significant differences
in scene brightness temperature. Operational HIRS instrument calibration has significant impact on
products at dl levels. Although the effect on weather applicationsis relatively small, it isimportant
for long term climate studies where high calibration accuracy is required. In this study, the
operational HIRS calibration algorithms are eval uated, and sampl e test data sets are anal yzed to
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quantify the effects. A new algorithm is proposed to reduce the calibration biases caused by the

previous calibration a gorithms.

The Calibration Algorithm for NOAA-KLM/HIRS

Prior to NOAA-15/HIRS, asimple calibration a gorithm was used for HIRS/2 series of the
instrument. This algorithm (Kidwell, 1998) used the fixed calibration coeffid ents cal culated from the
last calibration scans on the first half scans of a super-swath and those ca culated from the following
calibration scans on the second half of the super-swath. Thiswas ardativey robust algorithm for
handling the peculiar calibration cycles of HIRS. Unfortunately, this algorithm may cause ajump in
the values of the brightness temperatures (Kidwell, 1998), especially when the calibration coefficients
changed from one calibration cycleto the next.

With the launch of NOAA-15 in 1998, a new calibration algorithm (for darity, it isreferred to
as HIRS operational calibration algorithm version 3.0) was devel oped for NOAA-KL M/HIRS and has
been used in the operations (Goodrum, et a., 2000). In thisagorithm, it isassumed that the HIRS
instrument gain never changes appreciably within any 24 hour period. Therefore, it was believed that
a 24 hour average slope (inverse of gain) can be used to calibrate all the data during the period. This
simplified the calibration, especialy if the slopes at an individua calibration cycle became unreligble,
such asin the event of moon contamination in the space view. In addition, it was believed that the
secondary mirror baffle temperature contributes to the background radiation and thus affects the
intercepts for the earth view scan-lines between two cdibration cycles. Therefore, it was decided that
a correlation between the secondary mirror temperature and the intercept should be computed once
every 24 hours and used to correct theintercepts. Asaresult, the intercepts were determined using
the following equation:

=i + ' 1) 1)
Where:
| _ | +nD|'(k>"|'(k—1>
I (n) (k -1) 40 %)
| = b, 0 (T, . -T o = Taen
T(n) — B4 (T ¢n) (k-1)) n 0 3)

I’ my is theintercept for Earth view scan-line n (n=1to 38), I, isthelinear interpolation of the
intercept between the two closest calibration cycles, I’ isthe correction to the intercept based on the

telescope temperature, |’ istheintercept at the calibration cyclek, nisthe scan-line number within
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the calibration cycle (n=1to 38), T is the secondary mirror temperature at the caibration cyclek,
and T(n) isthe secondary mirror temperature a scan-line n.

There are severd problems with a gorithm 3.0 which can cause calibration errorsin the
operational calibration of HIRS data. The assumption of a stable instrument gain may not be valid. It
is true that during normal operations, the instrument gain of HIRS can be stable during a 24 hour
period, because the instrument gain is mainly affected by the background flux reaching the detector
from the filter wheel, which is normally stable (ITT, 1996). However, theinstrument gain will
changein response to the filter wheel temperature change. A typical scenario that happened to
NOAA-15/HIRS shows this process:

The HIRS filter whed normally has atemperature of ~285K which is not controlled. The
filter wheel temperature is not measured directly but is inferred from the filter whed housing
temperature, which has an operating temperature range of 273.15K to 333.15K. Althoughin normal
operations, this temperature only varies about ~0.1K per orbit, the temperature can increase due to
friction in the filter wheel bearing, which a so causes increased jitter and higher than normal filter
motor current. This may cause the filter whed to become out of sync. To aleviate this problem, the
filter housing heater is turned on to draw lubricants into the bearing, but unfortunately, it also further
increases the filter temperature (by as much as 8 degrees). This temperature increase significantly
changes the background flux reaching the detector. Since the HgCdTe detector has a nonlinear
response, the increasein the radiation reaching the detector causes the operating response range to
shift to adifferent portion on the non-linear response curve, which has a different gain. When this
occurs, the 24 hour average dope, which could be 24 hours old, is outdated. The oppaosite occurs
when the filter temperature drops from the high temperatureto anormal temperature. As aresult,
using this 24 hour average slope causes calibration biases (Cao and Hui, 2003; Brunnd 2002). Since
theradiance is for the most part alinear function of the slope, a1 percent error in the d ope translates
to 1 percent in radiance, or for the long-wave channds, 1 percent radiance error may cause as much as
1K eror inthe observations. In redlity, errors on the order of 2-3% have been observed in some
channels of HIRS on NOAA-15 during such events.

Although the filter temperatureis relatively stable on an orbit by orbit basis, thereis no
guaranteethat it will not fluctuate for any of the HIRS instruments. For example, since 2002, the
NOAA-15 HIRS filter temperature fluctuates on the order of a few degrees severd times a month. At
the time of thiswriting, NOAA-15 HIRS had just recovered from the typical filter jitter problem that
lasted a few days, during which the radiance data could not be used in product generation due to
significant calibration biases.

In addition to the problem in the slopes, the method for computing the i ntercepts deserves
further analysis because it affects every scan-line of the dataat al times. In equation (2), the linear
interpolation of intercepts between calibration cydes (I ) is accurate if the change in the intercepts
between thesetwo cycdlesislinear. However, as it was pointed out by algorithm 3.0, the background
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flux may be affected by the tel escope temperature change within a cdibration cycle (or 256 seconds).
It should be noted that the tel escope temperature contributes to the background flux as awhole.
Although the secondary mirror temperature has the largest fluctuation, its effect alone may not be
accuratd y determined without a thorough thermal analysis of the system. On the other hand, at the
front of the telescope, the only temperature sensor availableis located near the secondary mirror.
Therefore, the secondary mirror temperatureis used to represent the therma environment of the front
of the telescope and its relationship to the intercept is rather empirical. Ideally, the correlation
between the intercept and the tel escope temperature should be determined in athermal model.
Therefore, it is possiblethat in the future, by in equation (3) will be a variabl e determined based on

various parameters, including instrument component temperatures.

o
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Figure 1. Correlation between secondary mirror temperature (SMT) and channel 2 intercept

for one sample orbit

Figure 1 shows the typicd correlation between the intercept and secondary mirror temperature
for one orbit of NOAA-17 data. It isclear that this correlation is not linear but elipticin shape.
Thereis adifferent correation between day and night time of the orbit, and thereis a transition period
in the polar regions. Therefore, the linear correlation assumption is not exactly valid, athough on the
first order, thereis agenerd correlation that is somewhat linear. Another criticism of thisanadysisis
the fact that in computing the intercept it applies a correation derived from global datato alocal
problem of secondary mirror temperature fluctuations. The globa correlation between the intercept
and the secondary mirror temperature is determined by a number of factors at various instrument
component temperatures, which is not the case within a superswath, where only the secondary mirror
temperature fluctuated. Finaly, it is arguabl e whether the secondary mirror temperatureisreliable
enough as an indicator of background flux. Thisis because the secondary mirror assembly has a
small therma inertiaand its temperature fluctuates easily. The largest fluctuation occurs in the polar
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region, where the sun can directly illuminate the back of the secondary mirror. However, not all of
the fluctuations may contribute to the change in the intercept. Because of the problems in the slopes
and intercepts described above, a new calibration algorithm (al gorithm version 4.0) is devel oped and
described in the next section.

HIRS Calibration Algorithm Version 4.0

The main purpose of the HIRS calibration a gorithm version 4.0 was to correct the problem in the
calibration slopes in the previous a gorithm. In computing theintercepts, a switch is added to make
the correction using the tel escope temperature optional. Also, the linearly interpolated interceptsis
stored in the secondary calibration coefficients field in thelevel 1b data for comparison purposes.
Radiances produced by algorithm 4 and 3 have been compared using NOAA-15, -16, and —-17 HIRS
data (Cao and Hui, 2003). Additional radiance comparisons with AIRS/AQUA have a so been
performed (Ciren and Cao, 2003). Algorithm 4.0 is expected to become the operational HIRS
calibration algorithm for NOAA-N (Kleespies, 2003). The detailed description of this algorithmis as
follows:

The slopes and intercepts at the blackbody scan-lines

For HIRS, the 48 space view samples followed by 56 blackbody view sampl es establish a
calibration cycle, which occurs every 40 scan-lines or 256 seconds. At each calibration cycle, the
dopes and intercepts at the blackbody scan-lines or “BB slopes and intercepts’ (also referred to as
“raw” slopes and intercepts) are computed for the 19 infrared channels and stored with the blackbody
view datainthe HIRS level 1b file (same as in the previous agorithm). However, due to the
increased significance of theindividual BB slopes and i ntercepts in algorithm version 4.0, the
following changes must be made.

When screening the space and BB view sampl es, those that are out of the gross limits for the
signed 12 bit counts should be removed, and then the standard deviation of counts computed. If the
standard deviation is within the noise level (NEDC = abs{ NEDN/slope}, NEDN is the instrument
noise specification), dl sampl es passed the screening. Samples deviated from the mean by more than
3 sigma should be removed and the mean recomputed for the next step. On the other hand, if the
standard deviation of countsis greater than the noise specification, it must be flagged in thelevel 1b
data. Then use the median val ue of the samples for further processing.

This method is used for the last 48 samples of both the space and blackbody view in a
calibration cycle. Asaresult, aslong as the PRT data are valid, the caibration slopes are dways
computed unless all counts are out of the gross limits. The quality of the slopes is then eval uated
(discussed later).

The method for computing the BB slopes and intercepts at the calibration cycles remains the
same as that for agorithm 3.0, with the exception that cons deration should be given in software
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design to a possible non-linearity correction algorithmin the future. Currently spaces are reserved for
the quadratic termin theleve 1b data, athough it has never been implemented dueto uncertaintiesin
the prelaunch non-linearity test results.

Calibration for a normal super-swath
a) Slope

A super-swath is defined as 40 scan-lines of HIRS data that start with a calibration cycle,
followed by 38 Earth view scan-lines (figure 2). For anormal super-swath in the middle of an orbit,
the calibration slopes for the 38 Earth view scan-lines of the current super-swath is the running
average of three values: the BB dopes of cacycle(k), cacycle(k-1), and calcycle(k-2), i.e,

calcycle(k-2) calcycle(k-1) calcycle(k)
I I I
leading previous super-swath current super-swath ending
partial super-swath partial super-swath

Figure 2. HIRS calibration cycles

S (k-1:K) = [S(k-2) + S(k-1) + S(k)]/M 4

Where:

S'(k-1:k) = therunning average of the three slopes, to be used for the 38 Earth view
scan-lines in the current super-swath

S(k-2) = the BB dopefor the cdibration cycle k-2

S(k-1) = the BB dopefor the cdibration cycle k-1

S(k) = the BB dope for the calibration cycle k

k = calibration cycle number

M = number of qualified BB slopes (see the quality control section) used for

averaging (M=1to 3)

There are severd reasons for using a running average for the slopes. First, thiswill provide
fresh slopes that are computed near the time of Earth observations, compared to the 24 hour average
dopesin the previous algorithm. Second, using a 3 calibration cycle average reduces fluctuations due
to noise. Third, the assumption hereis that the slopes at the three caibration cycles do not differ
significantly as long as the background flux has not changed significantly during the period. Thisisa
major improvement from the previous agorithm where it was assumed that the slope does not change
for any 24 hour period.

196



International TOVS Study Conference-XIIl Proceedings

b) Intercept
First, the intercepts at the calibration cycles are recomputed using the average slopes derived
in the previous step.
I'(k) = -S (k-1:k)*Cy (5)
Where: I’ (k) = the recomputed intercept for the calibration cycle k
S (k-1:k) = the average slope for the current super-swath
Cy = space-view count average for the calibration cycle k
Then, theintercept for each of the Earth view scan-lines between two calibration cydes are
interpolated using a slightly modified version of equation (1):
=i + £ 1) (6)
Wherel’ i istheintercept for Earth view scan-linen (n=1to 38), I,y isthelinear interpolation of the
intercept between the two calibration cycles, and I’ t(n) is the correction to the intercept based on the
telescope temperature. fisaswitch with values of either 0 or 1. When § =0, I' ) is effectivey
turned off.. The above equation for computing intercepts is essentially unchanged from algorithm 3.0,

except that the correction based on tel escope temperature can now be turned off.

Calibration for a partial super-swath

A partial super-swath occurs when an orbit of HIRS data does not begin or end with a
complete cdibration cycle. In both cases, the number of Earth view scan-linesin the super-swath
could be any number between 1 and 38. Currently most HIRS orbits have both beginning and ending
partial super-swaths. Partial super-swaths also occur when the data stream is broken in the middle of
an orbit. Furthermore, when the calibration coefficients cannot be computed for more than one
calibration cycle (such asin the rare event of calibration breakdown), the remai ning data should be
trested as a partial super-swath in data processing.

Since the BB slopes and intercepts are missing on one side of the partial super-swath, it is
generally recognized that the calibration coefficients for the partial super-swaths will not be estimated
asreliably as those for anormal super-swath. However, it should be noted that the six-minute data
overlap between succeeding orbits for the current NOAA polar-orbiting satdllites is specificdly
designed to cover the gapsin the HIRS partia super-swath. Since the calibration cycles are 256
seconds apart, in most cases, users requiring a continuous data stream should be able to safdy discard
both the beginning and ending partial super-swath, because the discarded data are actually availablein
the adjacent orbit in afull super-swath. Conceptudly, if the HIRS orbits were processed sequentialy
in time, one could use the last BB cdibration coefficients from the previous orbit to interpolate the
calibration coefficients for the current beginning partial super-swath. However, not al HIRS orbits are
processed sequertially in the operati ons and the following alternative method should be used:

The calibration slope of a partial super-swath is the average value of the qualified slopes
(discussed later) from the nearest two (or at least one) calibration cycles available, either from the
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previous orbit, or from within the same orbit. In case none of them is qudified, use the most recent
24 hour average. The cdibration intercepts for a partial superswath are computed using the same
method as d gorithm 3.0. For local receiving stations, b, in equation (3) (which is currently derived
from 24 hours of global data) may not be gppropriate for interpolating the intercepts for the local data.
Since the correlation between the tel escope temperature and the intercept varies over an orbit, the b,

values can be better estimated using the local data, separating day and night.

Data storage in the level 1b file

At the calibration cydes, the BB slopes and intercepts for each channel are stored a ong with the
blackbody scan-lines (same as dgorithm 3.0). The recomputed slopes and intercepts are stored along
with the spaceview scan-lines (which were zerosin algorithm 3.0). For Earth view scan-lines, the
recomputed slopes for the current superswath and the interpolaed i ntercepts are stored as primary
calibration coefficients. The recomputed s opes are also stored as the secondary coefficients, along
with thelinear portion of theintercept I'y. The 24 hour average slopes and the b, coefficients are
stored in thelevel 1b header.

Moon Detection

It is known that the moon may contaminate the space view for severa consecutive orbitsin a
month. When this occurs, it may corrupt the calibration slopes for one caibration cycle (according to
modding). The AMSU moon detection and correction algorithm by Kigawa and Mo (2002) is being
implemented in operations. In this agorithm the moon is detected based on ephemeris data, and the
space view count is estimated based on the predicted moon temperature. Preliminary studies for
HIRS using the same a gorithm suggest that this algorithm can be used for HIRS moon detection.
However, correction based on predicted moon temperature requires further study due to complex
issues invol ving moon emissivity in theinfrared. Therefore, for HIRS calibration algorithm 4.0, the
same AMSU moon detection agorithm will beimplemented for HIRS. Once the moon is detected in
calcycle(k), the slope S(k) becomes invalid and should be removed from equation (4).

When the space view is contaminated by the moon, the intercepts for the cd cycle(k) can be
computed using the following equation.

I’'(K) = Rop — Cop* S’ (k-1:K) )

Where Ry,=radiance computed based on the PRT data.

Chus = blackbody view count

Hereit is assumed that the instrument gain did not change within the last two calibration cycles, and
the PRT measurements of the blackbody temperatureis valid. The moon as aninfrared caibration
source for stability monitoring of HIRS is currently under study and more details will be available
later.
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Quality control on the calibration coefficients

Regardl ess whether the moon is detected, the surviving slopes will be checked to ensure that
their values are within 2% from their mean value. If not, the one furthest from the mean valueis
removed and the mean recomputed. This process continues till the condition is satisfied, or
dternatively, till only one slopeis|éft.

The mean slopes are then checked agai nst their 24 hour orbit averages. If it deviates from the
24 hour average value by more than 10%, it is considered an anomaly and the 24 hour average vd ue
should be used instead (flagged inthelevel 1b data). If the slope for a channe is anomal ous, the
intercept is also suspect. Therefore, the intercept in this case should be taken from the last quaified
intercept (except in the case of moon contamination as discussed above). If this still fails, the 24 hour
average valueis used. For anewly launched HIRS instrument, the slope vaues are not checked until
24 hours of HIRS data have been collected and the normal s opes and intercepts for each channel have
been confirmed in off-line analysis.

The main assumption for a gorithm version 4.0 isthat the calibration slope for each of the 19
IR channels does not change for more than 10% within any consecutive 24 hour period. Historica
data suggest that the 24 hour variation in the slopes during normal operationsis less than 2%. The
dopes are most responsive to the filter wheel temperature change. In the extreme case of NOAA-
15/HIRS, a~6% changein the slope has been observed in some channels when the filter wheel
temperature changed a few degrees during a 24 hour period.

The 24 hour file used in the previous agorithm should be expanded to include the following
items for future use: Corresponding to the slopes and intercepts, for each caibration cycle, the solar
zenith angle and latitude at the nadir, the blackbody temperatures from all the individual PRTS, the
temperatures from the secondary and tertiary tel escope temperature sensors, the filter whed housing
temperatures, and the baseplate temperature. These parameters may be used in the future for
modeing the b; valuesin equation (3). Finaly, all anomaies should be flagged in thelevel 1b data.
The details of the bit usage will be decided in the software design process and documented in the
user’s guide. All related parameters, such as the percent threshold values, will be subjected to changes
during the lifetime of the instrument. The threshold values used in the version 4.0 algorithm are based
on NOAA-KLM/HIRS data and their validity for future HIRS instruments needs to be determi ned
post-launch.

Concluding Remarks
The operational HIRS calibration algorithms have significant impacts on products at all
levels. Sincethe HIRS does not calibration every scan-line, the caibration coefficients between

calibration cycles have to be interpolated based on a number of assumptions. At least two cdibration
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agorithms using different interpolation methods have been used in the history of the operational
HIRS calibration. The HIRS cadibration algorithm 4.0 is developed to correct the problems in the
previous version of the a gorithm, which has caused calibration biases on the order of a few degrees,
especidly inthelong-wave channels. A switchis added for the intercepts to make the correction
using the tel escope temperature optional. Also, thelinearly interpolated intercepts will be stored in
the secondary calibration coefficients field in the level 1b data for comparison. Algorithm 4.0 is
expected to become the operationa HIRS calibration a gorithm for NOAA-N.
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Introduction

Fast radiative transfer (RT) models are an important tool both for assimilation of satellite radiancesin
numerical weather prediction (NWP) models and performing physical retrievals. Fast RT models
should include both the forward model, which computes satellite radiances for a given profile vector,
and its jacobian which, for a given profile, computes the partial derivative of the change in radiance
with respect to each of the input profile variables. The latest version of RTTOV, RTTOV-7, was
released in March 2002 by the NWP Satellite Application Facility (SAF) and has been distributed to
over 54 users worldwide. RTTOV-7 has several improvements over the previous version, RTTOV -6,
that are described in the paper by Saunders et. al. (2002) and presented at ITSC-12. The main
upgrades were: improved water vapour and ozone channel simulation, improved microwave surface
emissivity model, support for AIRS, MODIS and SSM/I(S), additional routines for simulating multi-
layer cloudy radiances and a new more flexible organisation of the coefficient ingest code. In January
2003 a dlightly modified version of RTTOV-7, referred to as RTTOV-71, replaced the March 2002
version which took care of some minor bugsin the original code.

This paper updates the status of RTTOV-7, since ITSC-12, and outlines the scientific and technical
upgrades being made for the next version of RTTOV due to be released in Feb 2004. The RTTOV-7
software is available to users on request from the NWP SAF (mailto:rttov.nwpsaf @metoffice.com)
on a CDROM or via FTP. The RTTOV-7 documentation can be viewed on the NWP SAF RTTOV
web siteat http://www.metoffice.com/research/interproj/nwpsaf/rtm/ and will be updated from time
to time. Technical documentation about the software can be found in the RTTOV-7 installation and
users guide and, at a more detailed level, in the RTTOV-7 technical report. Details of the scientific
changes and validation tests are in the RTTOV-7 science and validation report (2002) also available
from the web site. Users of the code are invited to submit comments for improvements or report bugs
to mailto:rttov.nwpsaf @metoffice.com. An RTTOV email newsgroup exists to share experiences,
report bugs and broadcast information on updates to the coefficient files or code. Just send a request
to this email to be included on the newsgroup.

Current status of RTTOV-7

The current version of RTTOV-7 isRTTOV-71 released by the NWP-SAF in January 2003. This
version corrected all the known bugs in the code updated at:
http://www.metoffice.com/research/interproj/nwpsaf/rtm/rttov7 _bugs.html

In addition new coefficient files have been released that were not part of the RTTOV-7 export
package. They are:

* NOAA-17 ATOVS & AVHRR
e AQUA MODIS, AMSU-A, HSB, AIRS & AMSR-E
e ADEOS2 AMSR

These files can be downloaded from the RTTOV-7 web page. A complete list of sensors now
supported by RTTOV-7 isgiven at Table 1. There are plans to include coefficients to simulate
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NOAA-18 ATOVS (including MHS), MTSAT imager, METOP-1 ATOV S and IASI, and Windsat.
The latter two sensors will be for RTTOV-8 only.

The RTTOV-7 code (or earlier versions) is being used in many NWP centres for radiance
assimilation. A survey was made in 2003 to assess, which sensors the users were simulating with the
code and the results are presented in Figure 1. Currently ATOV'S, SSM/I and SEVIRI are the main
sensors being simulated.

RTTOV-7 users

25

20
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10 4

Number of users

P TN RN SR T SRR N SERR - B S R SR N R S a3
FEP LTI EST RTINS TSE
& A P O
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Figure 1 Results of user survey on which sensors are being simul ated

One problem has been reported related to the water vapour jacobians in the stratosphere. Unrealistic
spikes have been noted for some water vapour profilesin the 5-100hPa level for the AM SU-A
channels 5-11. Some examples are shown in Figure 2. Thisis believed to be due to the low variability
in the water vapour transmittances used in the training set causing spurious features in the water
vapour transmittances computed from some profiles. Asthese levels are well above most of the water
vapour in the atmosphere the simplest solution is not to allow levels above 115hPato affect the water
vapour profilesin the assimilation/retrieval. Failure to do so can cause problems in the minimisation
process.

A significant limitation of the RTTOV model is that the transmittances are only computed on 43
atmospheric levels. Thisis sufficient for most filter radiometers but for the new advanced sounders it
has been shown (Sherlock, 2001) that about 60 levels are required for accurate simulations.

Significant biases exist for very broad spectral channels (e.g. MVIRI 6.7um, AVHRR 3.7um) asthe
Planck function varies significantly across the band. To reduce the mean biases Planck weighted
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transmittances have been shown to be an effective way to compute the coefficients from and the
results are presented in the poster presented at 1 TSC-13 by Brunel and Turner (2003).

Platfor m/Sensor Sat ids Channels
NOAA HIRS 6-17 1to 19
NOAA MSU 6-14 1to4
NOAA SSU 6-14 1to3

NOAA AMSU-A 15-17 1to 15

NOAA AMSU-B 15-17 1to5

NOAA AVHRR 6-17 3bto5
DMSP SSMI 8-15 1to7

NOAA VTPR 2-5 1to8
TRMM TMI 1 1to9
DMSP-SSMIS 16 1to 24~

EOS-AIRS 2 1to 2378
EOS-MODIS 1-2 1to 17
EOS-AMSU-A 2 1to15
EOS-HSB 2 1lto4
EOS/ADEOS AMSR 2/2 1to14
ESA-(A)ATSR 1-3 1t03
METEOSAT 2-7 1to2
MSG SEVIRI 1 4t01l1
GOES-Imager 8-12 1lto4

GOES-Sounder 8,10,11 1to18
GMS imager 5 1to2
FY2-VISSR 2 1to2

FY1-MVISR 34 1to3

*mesospheric channels 19-21 are not simulated accurately

Table 1. Platforms and sensors supported by RTTOV-7 as at 1 Nov 2003.

Developments in line-by-line model database

Infrared model

The RTTOV-7 model is based on the same line-by-line (LbL) model transmittances as used for
RTTOV-5/6 that were computed using GENLN2 (Edwards, 1992) on 43 pressure levels from 0.1 to
1013nhPawith a diverse radiosonde profile set selected from the TIGR v2 dataset. The computations
were performed 7 years ago based on HITRAN-96 spectroscopy and the CKD2.1 water vapour
continuum. There are now more recent versions of the spectroscopic datasets available and so it was
decided to update the dependent set of transmittances this time using HITRAN-2000 and CKD2.4. In
addition a new set of 51 diverse profiles has been generated from ECMWF reanalysis fields that
alow dynamically consistent profiles of temperature, water vapour and ozone to be generated from
the surface to 0.1hPa. These profiles are described in more detail in Chevallier et. al. (2000). For the
line-by-line model transmittance cal culations they were re-interpolated on to the AIRS 101 pressure
levels, which were felt to be sufficient for any advanced sounder simulations. For this set of
calculations the water vapour continuum absorption was computed separately in preparation for
RTTOV-8 that will have the option of separate predictors for the water vapour line and continuum
absorption. Also a separate set of CO, transmittance profiles were computed to allow the option of
retrieving CO, using RTTOV-8. The current status (Nov 2003) is that all of the GENLNZ2 line-by-
line model computations have been completed and the convolutions with the instrument filter
responses are now underway after the transmittances have been interpolated to the required number
of levels. In addition it is also planned to use transmittance cal cul ations from the latest version of
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kCARTA (Strow et. al,. 1998) as the treatment of CO, line mixing has been improved for this model

and been validated by comparison with AIRS measurements.
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Figure 2. Spikes observed in RTTOV-7 water vapour jacobian. Black denotes RTTOV-5 values and

thered, blue and green line denotes the RTTOV-7values.

Microwave model

The Liebe MPM89 model (Liebe et. al., 1989) is still the model used for the microwave water vapour
transmittance and MPM 92 for the oxygen transmittance cal culations. Comparisons have been made
with other microwave models (e.g. Garand et. al.,2001) but only small differences are seen and so

there are no plans to update the microwave transmittances in the short term.

Plans for RTTOV-8

Preparations are now well underway within the NWP-SAF for the next version of RTTOV. The main

developments are:
*  The code has been completely rewritten using all features of Fortran-90.
* Allow easier use of different number of levels (e.g. ~45 for ATOVS, ~60 for AIRS).
* Revise predictors (number, robustness) and separate water vapour continuum.
e Include CO, as an optional variable gas.

* Include scattering code around RTTOV-8 to alow simulation of rain affected microwave

radiances.
e Allow simulation of fully polarimetric microwave simulations.
* Improveinfrared cloudy radiance simulations.
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e Add capability for IASI/CrIS simulations.
e ProvideaRTTOV-7 like interface so that if users don’t want to change their interface they
can recompile the code using the new RTTOV-8 library.

Theplanisto release RTTOV-8 to usersin early 2004. It will be announced on the web page and on
the email group. It will be free of charge for al non-commercial userswho sign the licence
agreement. For the longer term the NWP SAF is being extended into an initial operationa phase and
as part of thiswill be the further development of RTTOV-8 to RTTOV-9 due to be released in early
2007.
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Introduction

The Global Data Assimilation System (GDAS) at NCEP/EMC previoudly used an infrared sea
surface emissivity (IRSSE) model based on Masuda et al (1988). This Masuda model doesn’t
account for the effect of enhanced emission due to reflection from the sea surface (only an issue
for larger view angles) and emissivity datawas only available at a coarse spectral resolution
making application to high resolution instruments, such as AIRS, problematic. The model has
been updated to use sea surface emissivities derived viathe Wu and Smith (1997) methodol ogy
as described in van Delst and Wu (2000). The emissivity spectra are computed assuming the
infrared sensors are not polarized and using the data of Hale and Querry (1973) for the
refractive index of water, Segelstein (1981) for the extinction coefficient, and Friedman (1969)
for the salinity/chlorinity corrections. Instrument spectral response functions (SRFs) are used to
reduce the emissivity spectrato instrument resolution. These are the values predicted by the
IRSSE mode.

The IRSSE Model

A starting point was the sea surface infrared emissivity model, SSIREM, described in Sherlock
(1999),

£(0)=c, +c,0" +c,0" @
where é = % isthe normalized view angle, and N; and N, are integers.

The coefficients ¢, ¢1, and ¢, for aset of N; and N, are determined by regression with a
maximum residual cutoff of Ae = 0.0002 only for wind speeds of Oms™.

In generating the sensor emissivities, it was noticed that the emissivity variation with wind
speed was much larger than the 0.0002 residual tolerance used in SSIREM. Thisis shownin
figure 1 where the wind speed variation of computed emissivity with respect to 0.0ms™ for
NOAA-17 HIRS channel 8 for view angles 0-65° can be much larger than 0.0002 (note that the
HIRS only scans out to 50° — the data at large anglesis used for fitting purposes only).

Since the sensor emissivity variation with wind speed was greater than 0.0002, the exponents N,
and N, of the emissivity model were aso allowed to vary in the fitting process. For integral
values of N; and N, their variation with wind speed suggested inverse relationships for both (see
fig.2). When the exponents were changed to floating point val ues and the fitting exercise
repeated, the result showed a smoother relationship (see fig.3).
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Fig. 1: Wind speed dependence of emissivity for NOAA-17 HIRS channel 8 at view angles
0-65°. (Larger angles used to bound regression fits.)
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Fig.2: Variation of emissivity fit integral polynomial exponents with wind speed for NOAA-17
HIRS channel 8.
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Fig.3: Variation of emissivity fit floating point polynomial exponents with wind speed for
NOAA-17 HIRS channel 8.

Based on the smooth variation of the exponents with wind speed shown in figure 3, the
emissivity model was changed to,

E(Q,V)zco(\/)'l' Cl(vﬁcz(v)+c3(v)é\c4(v) (2)

where v isthe wind speed in ms™. In generating the model coefficients, for a series of wind
speeds 0-15ms™, the coefficients ¢, were obtained using Levenberg-Marquardt | east-squares
minimization. Interpolating coefficients for each ¢; as afunction of wind speed were then
determined. In using the model, the ¢; are computed for a given wind speed and these computed
coefficients are used in equation 2 to cal culate the view angle dependent emissivity.

Emissivity Fit Statistics

The emissivity fit RMS residuals for an independent data set are shown for al wind speedsin
figure 4 for NOAA-17 HIRS and the Aqua AIRS 281 channel subset. For both instruments, the
maximum emissivity fit error was at the 0.00002 level. For instruments that scan out to higher
view angles, e.g. GOES instruments, the maximum errors were around 0.0001 at 65°.

To determine the impact of emissivity fit errors on the top-of-atmosphere (TOA) brightness
temperatures (Tg), the fitted emissivities were used in radiative transfer calculations. Two tests
were run; one determining the impact of emissivity fit errors on the TOA Tg vauesfor al wind
speeds, and another to determine the impact when emissivities at only 0.0ms™ are predicted.

The TOA Tz RMS residuals for HIRS and AIRS for all wind speeds are shown in figure 5. The
maximum residuals for either instrument never exceeded 0.001K. Figure 6 shows the same
RMS residuals, but only for prediction of emissivities at zero wind speed. This showsthe
expected error if one neglects the wind speed effect on emissivity. Theincrease inthe RMS
residuasis about two orders of magnitude which, while alarge increase, still resultsin very
small temperatures errors. The maximum errors are about the same magnitudes.
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Fig.4: RMS emissivity fit residualsfor NOAA-17 HIRS (left) and Aqua AIRS 281 channel
subset (right), all wind speeds 0-15ms™.
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Fig.5: RMS top-of-atmosphere brightness temperature residuals due to emissivity fit for
NOAA-17 HIRS (left) and Aqua AIRS 281 channel subset (right), all wind speeds 0-15ms™.
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Fig.6: RM S top-of-atmosphere brightness temperature residuals due to emissivity fit for
NOAA-17 HIRS (left) and Aqua AIRS 281 channel subset (right), all wind speeds, but only
predicting 0.0ms™ wind speed emissivities.

The wind speed effect is not as negligible for instruments that scan at larger view angles. The
RMS and maximum TOA Tg residuals for the GOES-12 sounder, predicting only zero wind
speed emissivities, are shown in figure 7. The residuals are much larger for higher view angles,
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becoming significant in terms of instrument noise and general atmospheric transmittance
modeling errors.

AT (K
AT Q)

Fig.7: RMS (left) and maximum (right) top-of-atmosphere brightness temperature residuals due
to emissivity fit for GOES-12 Sounder, all wind speeds, but only predicting 0.0ms™ wind speed
emissivities. Note the larger errors a higher view angle compared to the HIRS and AIRS.

Conclusions

When wind speed is taken into account, thefit residuals are relatively independent of view angle
and channel with magnitudes (average, RM'S, and maximum) of around 10™ — 10°K. For those
instruments with maximum scan angles <50-55° (e.g. HIRS, AIRS), ignoring the wind speed
effect does increases the errors, but to much less than the instrument noise in most cases. When
large view angles are used, however, the wind speed dependence of the emissivity must be
included to avoid large errors in the result. Given the relative simplicity of the model (see
egn.(2)) and how it was implemented, there is no speed of execution impact in including the
wind speed as a predictor.
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Abstract
This paper presents a new microwave snow emissivity model which is empirically derived from
satellite retrievals and ground-based measurements. This model produces a variety of snow
emissivity spectra at microwave frequencies according to snow types. As part of this model, an
algorithm is also developed to classify snow type using the Advanced Microwave Sounding Unit
(AMSU) measurements at 23.8, 31.4, 50.3, 89 and 150 GHz. It is shown that the global snow
emissivity simulated with this model agrees with that retrieved from satellite measurements.

1. Introduction

Information on land surface emissivity is important for both satellite data assimilation schemes
and retrievals of atmospheric parameters from satellite measurements. Recently, a model was
developed to simulate the emissivity over various land conditions including snow [Weng et al.,
2001] and has been operationally used in the National Centers for Environmental Prediction (NCEP)
global forecast system data assimilation system (GDAS). It is found that the discrepancies between
simulated and observed brightness temperatures are significant in the polar areas where snow has
been probably metamorphosed and vertically stratified [Weng et al., 2001].

Microwave emissivity at the frequencies ranging from 20 to 150 GHz over land can be directly
retrieved from satellite measurements [Jones and VVonder Haar, 1997; Prigent et al., 1997; Yan and
Weng, 2002]. Statistical information on emissivity such as mean and standard deviation was also
generated at the Special Sensor Microwave Imager (SSM/1) frequencies [Yan and Weng, 2002]. It
was shown that snow emissivity strongly varies with season and surface types. In this study, we use
both satellite retrievals and the ground-based estimations from Métzler [1994] to derive a new
emissivity model.

2. The Nature of Problems
The brightness temperature, Tg, emanating from a scattering-free atmosphere is related to

surface emissivity, ¢, through

Tg = &Tr+T, +(1-&)Tyr 1)
where Ts is the surface temperature, T, and T4 are the brightness temperatures associated with
upwelling and downwelling radiation, respectively, and z is the atmospheric transmittance. In the
satellite data assimilation scheme, we need to calculate the brightness temperatures at various
frequencies with a surface emissivity model. An error in emissivity is directly translated into the
error in brightness temperature, viz.

ATg = (T, —Ty)Ae . @)
Table 1 displays the errors of brightness temperatures at the Advanced Microwave Sounding Unit
(AMSU) frequencies for Ae of 0.04. Obviously, at a window channel where zis relatively larger and
Tq is smaller, the emissivity uncertainty has a much larger impact on the brightness temperature.
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For example, at 150 GHz, ATg is about 7.0 °K when total precipitable water, TPW, is 2 mm, Ts is
230 °K and surface pressure, P, is 1000 mb. For Ps of 600 mb, ATg increases to about 8.0 °K. At
the sounding channels near 50-60 GHz oxygen absorption band, ATg decreases as the frequency
approaches to the center of the absorption band. At 52.8 GHz, ATg increases from 0.2 °K to 2.3 °K
as Ps decreases from 1000 mb to 600 mb.

Table 1. Errors of brightness temperatures (ATg) in relation to the errors of surface emissivity.

Ts =230 Kand TPW = 0.5 mm Ts =230 Kand TPW = 2.0 mm
Freq Ps =600 (mb) Ps =1000 (mb) Ps =600 (mb) Ps = 1000 (mb)
(GHz) | T4(K) T ATg(K) | Ta(K) T ATg(K) | Ta(K)) 1 ATg(K) | Ta(K) T ATg(K)

50.3 49.30 | 0.774 | 5593 | 112.5|0.487 | 2.289 49.8 | 0.771 | 5559 | 113.6 | 0.483 | 2.247

52.8 111.2 | 0.492 | 2.337 | 188.6 | 0.153 | 0.253 111.6 | 0490 | 2.322 | 189.0 | 0.151 | 0.248

150 4.4 10.980 | 8,844 12.5 1 0.944 | 8.209 11.4 1 0.949 | 8.295 32.3 1 0.856 | 6.771

183.3+7 | 16.6 | 0.925 | 7.893 435 | 0.807 | 6.018 57.9 1 0.739 | 5.087 | 127.8 | 0435 | 1.786

183.3+3 | 55.3 | 0.750 | 5242 | 104.1 | 0.538 | 2.709 151.6 | 0.320 | 1.005 | 208.1 | 0.086 | 0.076

183.3+1 | 134.6 | 0.392 | 1.496 | 160.1 | 0.288 | 0.806 219.8 |1 0.024 | 0.010 | 227.2 | 0.007 | 0.001

At the sounding channels near the 183.3 GHz water vapor absorption band, ATg strongly varies
with TPW, Ps and frequency. At 183.3+7 GHz which is the furthest from the band center, ATg
increases from 1.8 °K to 6.0 °K as TPW decreases from 2.0 mm to 0.5 mm for Ps of 1000 mb. For P
of 600 mb, ATg is up to 7.9 °K. At 183.3+1 GHz, the impact of surface emissivity on the brightness
temperature is the smallest (~ 0.01 °K) for a TPW of 2.0 mm. However, for a drier atmosphere, the
impact is significantly higher, especially over a region where the surface pressure is lower. For
example, ATg at 183.3+1 GHz increases from 0.8°K to 1.5 °K as P decreases from 1000 mb to 600
mb for a TPW of 0.5 mm. This implies that the uncertainty in surface emissivity over a high-
elevation terrain and under a moisture deficient atmosphere will significantly increase the

uncertainty in simulating the brightness temperatures at microwave sounding channels.

3. Microwave Snow Emissivity Spectra

3.1 Microwave Emissivity Spectra

In this study, the emissivity is retrieved from satellite and ground-based measurements at
various frequencies and is further used to produce the entire spectra over various snow conditions.
At microwave frequencies between 4.9 and 94 GHz, eleven snow emissivity spectra over
Switzerland were reported by Matzler (1994). While Matzler’s studies provide the unique
information of snow emissivity at lower frequency, there are some deficiencies in the two
following aspects: 1) There is no emissivity information at frequencies above 94 GHz, and 2) there
are some obvious gaps in two neighborhood emissivity spectra. Thus, satellite retrieved emissivity
offers some information complementary to the ground-based estimates.

Using the AMSU measurements at five window channels collocated with radiosonde
temperature and water vapor profiles, we calculate snow emissivity between 23.8 and 150 GHz
under clear-sky conditions. It is found that several emissivity spectra are frequently observed from
these AMSU measurements yet they were not included in Métzler’s data sets. Therefore, these two
data sets have been combined to obtain the emissivity spectra at the frequencies ranging from 4.9 to
150 GHz. Since the AMSU measures weighted radiances from vertical and horizontal polarization,
Métzler’s data sets are also combined using
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& = c0s*(A)e, +sin®(0); 3)
where @is the local zenith angle, &, and g, are the emissivity at vertical and horizontal polarization,
respectively. Figure 1 displays sixteen emissivity spectra vs. frequency at the local zenith angle of
50 degree. At 4.9 GHz, the emissivity is least dependent on snow types because of the weakest
scattering effects from snow. The largest variability in the emissivity spectra occurs at higher
frequencies due primarily to the variability of volumetric scattering within snow.

Snow Emissivity Spectra

Snow Emissivity

0 30 60 90 120 150

Frequency (GHz)
=== Grass_after_Snow ===\ et Snow Powder Snow Shallow Snow
==fl==\ledium Snow ==@==Deep Snow Thin Crust Snow ==fl==Thick Crust Snow
Bottom Crust Snow (A) ==4==Bottom Crust Snow (B) ==ll==Crust Snow =—fr==RS_Snow (A)
=R S_Snow (B) RS_Snow (C) =—@==RS_Snow (D) ====RS_Snow (E)

Figure 1. Microwave emissivity as a function of frequency across the range between 4.9 and 150
GHz for sixteen snow surfaces. The type indicated by “RS”, radiometric snow, implies a distinct
emissivity spectrum but can’t be directly associated with a physical snow type. 1. Wet snow: at least
a wet surface layer; 2. Grass_after_Snow: short grass on a flat ground after snow melts; 3. RS (A):
radiometric type; 4. Power snow: 24 — 37 cm deep at temperature ranging from -3 to =13 °C; 5 - 7.
RS (B~D): radiometric types; 8. Thin crust: wet snow covered by refrozen crust whose thickness is
1-3 cm; 9. RS: radiometric type; 10. Bottom crust (A): snow metamorphosed to a thick, hard crust
(~ 40 cm) formed at the bottom of the new winter snow; 11. Shallow: dry winter snow having water
equivalent (WE) of 4 — 10 cm and having not undergone melting and metamorphism; 12. Deep:
winter snow having a WE of 25 — 63 cm; 13. Crust: a layer of refrozen snow (~10 cm) on the top of
a wet thin snow (~ 3 cm) with unfrozen ground; 14. Medium depth: winter snow having a WE of 10
— 25 cm; 15. Bottom crust (B): aged and refrozen snow on frozen ground (6 to 15 cm), 16. Thick
crust: wet snow covered by a refrozen layer of 4 — 30 cm.

3.2 Identification of Snow Type

To use the emissivity information in Fig. 1, we must first identify the snow type. Using the
AMSU five window channel measurements, we develop several discriminators (Dly ~Dls). These
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discriminators are used to estimate the intensities of emissivity differences between five pairs of
frequencies (e.g. 23.8/31.4, 31.4/ 89.0, 31.4/150.0, 50.3/150.0, 89.0/150.0),

Dlg=ag+a; Ter + @ Te1® + a3 Tey + as Teo” + @5 Tea + a5 Tea’,  (4a)

and
5
DIj = ao+ a; Tez +)_a,,, DTy, (j =1 ~5), (4b)
i=1
where
DTg1 = Tg1 - Tez, (5a)
DTgz = Tgz - Tgs, (5b)
DTgs = Tgz - Tes, (5¢)
DTgs = Tgs - Tgs, (5d)
DTgs = Tga - Tgs. (5d)

and Tg1, Ts2, Tgs, T4, Tas are brightness temperature at 23.8, 31.4, 50.3, 89, 150 GHz, respectively.
Here, coefficients ap ~ ag are listed in Table 2.

Table 2. Coefficients used to compute various discriminators (Dlp ~Dls, LI, HI, DS; ~ DS3) in snow

type classification algorithm.

Indices Coefficients

do a a as dq as as

Dly 1.72E+00 6.940E-03 2.02E-05 1.22E-02 1.23E-05 2.63E-02 4.88E-05
DI, 2.67E-02 -1.23E-04 4.39E-03 -2.80E-03 2.92E-03 -8.46E-05 -2.84E-03
DI, -5.69E-02 2.07E-04 7.38E-04 1.38E-03 2.45E-03 1.20E-03 -3.46E-03
Dl; -2.86E-01 1.21E-03 9.00E-04 7.10E-03 -4.21E-03 2.51E-03 6.96E-03
Dl, -2.34E-01 1.02E-03 -4.02E-03 1.35E-02 -1.18E-02 2.31E-03 1.51E-02
Dls -2.26E-01 9.99E-04 1.62E-04 4.01E-03 -5.19E-03 1.31E-03 8.96E-03

Two indices, LI and HI, are also defined to estimate the intensity of surface emission at 31.4 and
150.0 GHz, respectively, viz.

LI = Dl,, (6a)
HI = Dly— Dls. (6b)
Three additional indices, DS;, DS, and DS; are defined as follows:
2
DS, = > DI, (72)
i=1
5
DS;= > DI, (70)
i=4
5
DS;= > 'DI, .. (7c)

i=1
to describe the emissivity variation within a broader frequency range. For example, smaller DS; and
DS; indicate less variation of snow emissivity within lower and higher frequency range, which are
characteristics of fresh or wet or shallow snow. On the other hand, larger DS; and DS, imply a rapid
decrease of emissivity within lower and higher frequency range, which are typical of aged or
refrozen or deep snows. In general, higher LI and HI with lower DS;, DS, and DSs imply fresh and
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shallow snow, whereas a higher LI but a lower HI with higher DS;, DS, and DS; identify a deep wet
snow covered by a thick layer of refrozen snow (e.g. crust snow). For each snow type, we develop
various thresholds for all indices (see Table 3). The brightness temperature at 150 GHz (Tgs) itself
also helps a further classification of some snow types.

Table 3. Thresholds of various discriminators developed for snow type classification.

Snow Type Thresholds
LI HI DS, DS, DS; Tgs
>0.83 >0.86 - <0.01 <0.01 >200.
>0.87 >0.85 - <0.06 <0.10 >200.
>0.87 >0.83 <-0.02 <0.12 <0.16 >204.

1 >0.90 >0.89 - - - -
>0.92 >0.85 - - - -

2 >0.84 >0.83 - <0.08 <0.10 >195,
>0.85 >0.85 - <0.10 - >190.
>0.86 >0.81 - <0.12 - >200.
>0.86 >0.81 < 0.00 <0.12 - >189.
>0.90 >0.81 - - - >1095.

3 >0.80 >0.76 - <0.05 - >185.
>0.82 >0.78 - - <0.25 >180.
>0.90 >0.76 - - - >180.

4 >0.89 >0.73 - <0.20 - -
>0.89 >0.75 - - - -
>0.93 >0.72 - - - -

5 >0.81 >0.70 - <0.20 - >160.
>0.83 >0.70 - - - >160.
<0.88 <0.78

6 >0.75 >0.76 - <0.08 - >172.
>0.77 >0.72 - <0.12 <0.15 >175.
>0.78 >0.74 - - <0.20 >172.
>0.80 >0.77 - - - >170.
>0.82 - - <0.15 <0.22 >170.
>0.82 >0.73 - - - >170.

7 >0.75 >0.70 - <0.15 <0.25 >167.
>0.77 >0.76 - - - -
>0.80 >0.72 - - <0.30 -
>0.77 >0.73 - - <0.25 -
>0.81 >0.71 - - - -
>0.82 >0.69 - - - -

8 >0.88 >0.58 - - - -

9 >0.73 >0.67 - - - -

10 <0.83 >0.66 - - - -

11 >0.82 >0.61 - - - -

12 >0.77 >0.58 - - - -

13 >0.77 <0.52 - - - -

14 >0.74 >0.55 - - - -

15 >0.74 - - - - -

16 - - - - - -
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Figure 2 displays the global snow types classified from NOAA-15 AMSU measurements on
February 3, 2002. These snow types are best defined in a radiometric sense due to their distinct
emissivity spectra. The snow types having smaller numbers are newly formed (shallow and
powder), whereas those with larger numbers indicate aged snow (deep crust). In Northern Greenland
and deep Antarctic regions, snow types are higher and probably deep crust. Also, the snow
occurring over the western parts of North America and the northern parts of central Europe is newly
formed and wet.
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Figure 2. Global distribution of radiometric snow types derived from the AMSU.

4. Simulations of Global Snow Emissivity

Figures 3a and 3b display the emissivity maps at 31.4 GHz and 150 GHz simulated using the
emissivity data in Fig. 1 and snow types in Fig. 2. The emissivity at 31.4 GHz is usually larger than
0.9 at mid- to high latitudes. Note that the emissivity at 31.4 GHz is less sensitive to snow type,
compared to that at 150 GHz. Also, the emissivity at 150 GHz is lower for higher values of snow
types (aged snow). For a snow type of 12 or greater (see Antarctic near 60°W and Northern Alaska),
the emissivity at 150 GHz could be as low as 0.6. The larger variability at 150 GHz is due primarily
to an increasing volumetric scattering at high frequencies within snow.

Global snow emissivity simulated at a frequency range 5 — 150 GHz agrees well with that
retrieved from the AMSU measurements. Figures 3c and 3d display the retrieved snow emissivity at
31.4 and 150 GHz, respectively. The retrievals are calculated using Eq. (1) with GDAS atmospheric
temperature and water vapor profiles, and surface temperature. Since all optical parameters in Eq.
(1) are computed without taking into account clouds, the emissivity may be overestimated over the
areas where clouds and precipitation are present. (Note our analysis shows de/oL > 0, where L is the
cloud liquid water path). For example, over the northern central Europe near the Caspian and
Black Seas, the retrieved emissivity at 150 GHz is much higher than simulation due to clouds (cloud
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image not shown here). Using the AMSU retrieved emissivity under cloud-free conditions, we
found the errors of our snow emissivity model are generally less than 4 — 5%, with the smallest ones
at higher frequencies (2 -3 %).

Figure 3. Global distributions of snow emissivity simulated from the model at (a) 31.4 GHz and (b)
150 GHz, compared with AMSU retrievals (c) and (d).

5. A Summary

A new snow emissivity model is developed using the retrievals from satellite and ground-based
microwave measurements. The emissivity spectra are classified as sixteen types. An algorithm was
developed to identify the snow through a set of discriminators that are defined with five AMSU
window channel measurements. Global emissivity maps simulated with this newly developed model
exhibit a reasonable distribution, and the errors of simulations are significantly reduced, compared
with our earlier developed model.

Acknowledgements: This research is supported by Joint Center for Satellite Data Assimilation
directed research program funds.
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Introduction

The performances of the second generation vertical sounders, like AIRS (Atmospheric Infrared
Sounder: http://www-airs.jpl.nasa.gov/) in the USA, and IASI (Infrared Atmospheric Sounding
Interferometer: http://earth-sciences.cnes.fr/IASI/) in Europe, will be highly dependent on the present-
day knowledge of the accuracy of the spectroscopic parameters of the optically active atmospheric
gases, since they are essential input in the forward models used to simulate recorded radiance spectra.
Consequently, there is an acute need for comprehensive, trustworthy and operational interactive
spectroscopic databases to benefit the research in direct and inverse radiative transfer. In this context,
since 1974 the ARA (Atmospheric Radiation Analysis) group at LMD (Laboratoire de Météorologie
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Dynamique, France) has developed GEISA (Gestion et Etude des Informations Spectroscopiques
Atmosphériques: Management and Study of Atmospheric Spectroscopic Information), a computer
accessible database system (Chédin et al (1982); Husson et al. (1992;1994). Currently, GEISA is
involved in activities related to the assessment of the capabilities of IASI, as described in Jacquinet-
Husson et al. (1998).

The GEISA database in its 2003 Edition: an overview

Since its 1997 edition (GEISA-97), the GEISA database, extensively described in Jacquinet-Husson et
al. (1999), has been updated twice: partially in 2001 (Jacquinet-Husson et al. 2003) and extensively in
2003 (GEISA-03).
The GEISA-03 system comprises three sub-databases, i.e.:

e The GEISA-03 sub-database on linetransition parameters:
GEISA-03 sub-database of line transition parameters involves 42 molecules (98 isotopic species) and
contains 1,668,371 entries (321,905 supplementary entries since GEISA-97), in the spectral range
from 10 to 22,656 cm™.
The included molecules are constituents of the atmospheres of Earth (major permanent and trace
molecules) and of other Planet (such as: C,H4, GeHy, CsHg, C,N,, C4H,, HC;N, H,S, HCOOH and
C;H,, for the Giant Planets). Among the spectroscopic parameters archived in GEISA, the most
important for atmospheric radiative transfer modelling are: the wavenumber (cm™) of the line
associated with a vibro-rotational transition, the intensity of the line (cm molecule™ at 296K), the
Lorentzian collision halfwidth (cm™ atm™ at 296 K), the energy of the lower level of the transition
(cm™), the transition quantum identifications for the lower and upper levels of the transition, the
temperature dependence coefficient of the halfwidth, the database management identification codes for
isotopes and for molecules.
Details for updates
Twenty molecules have been updated in GEISA-03, i.e.:
H,O: Three spectral regions have been re-investigated. In the 500 to 2850 cm™ region, the line
parameters were replaced with a compilation of 10755 water transitions obtained by Toth (1998, 1999,
2000) and Toth et al. (1998). In the 9650-11400 cm™' region, the update comes from of empirical line
parameters of H,'°O obtained by Brown et al. (2002). In the 13000-26000 cm™ region the new line
parameters are from Carleer et al. (1999), Coheur et al. (2002) and Fally et al. (2003).

CO,: The previous line parameters of the transitions belonging to the four most abundant isotopomers
12C190,, BC'%0,, °0"C "0 and '°0"*C "0 in the 442-2797 cm™ spectral region, have been replaced
with 48627 new ones covering the 436-2826 cm™ spectral range, issued of the results described in
Tashkun et al. (1998, 2001) and Teffo et al. (2002, 2003).

Ogs: Updates occur in four spectral regions: In the 600-1232 cm™ spectral region, new and more
accurate line parameters for the v; and v; bands of '°0; were derived by Wagner et al. (2002) and
Flaud et al. (2003). A complete new study of the 1300-1500 cm™ spectral range, related with the 2vs,
3vy-Vy, Vi V3 +v3 v, and 2vs-v, bands of '°Os, has been made by Barbe et al. (1998). The 1820-2260
cm’! (2vs, vi +vs and 2 v; +v; interactive bands of 160180160) and the 2600-2900 ¢cm’’ (triad: vo1+2v3,
vi+v,+vs with 2v+v,) regions, have been reinvestigated by De Backer-Barilly et al. (2003) and by
Mikhailenko et al. (2002), respectively.
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N,O: 279 lines in the spectral region 870-1240 cm™, recently revisited by Daumont et al. (2002), have
been substituted in two bands, v;-v; and vs;-2v,, the intensities of which were doubtful. In addition, a
technical update has removed 118 duplicated lines in the spectral interval 564 cm™ - 629 cm™.

CH,4 and CH3D: The CH4 and CH;D contents of GEISA have been extensively updated. The spectral
range has been extended from 6184.492cm™ t0 9199.2846 cm™, and the number of entries increased
from 66883 to 216196 (weaker transitions of ">CH,4 and new bands of ?CH, and CH;D included). Full
details about the revision in the spectral interval from 0.01 to 6184.492 cm™ can be found in a review
paper by Brown et al. (2003). The new CH, near infrared data from 4800-5500 cm™ and 6180-
10000cm™ are from an empirical list obtained by Brown (2003), from a few selected FTS laboratory
spectra.

O,: The two spectral regions, 7664.726-8064.311 cm™ and 11483.727-15927.806 cm™, have been
updated thanks to new results by Goldman et al. (2003) and by Brown and Plymate (2000),
respectively.

NO: A new line list has been produced (Goldman 2003) in the first overtone region of the main
isotopic species '*N'°0, i.e. between 3547.318 and 3799.155 cm™'. This calculation has been issued

from experimental data from Mandin et al. (1997,1998) and theoretical results from Gillis and
Goldman (1982).

NO,: A new linelist was set up in the spectral region of the v,+v;, v;+2v, and v,;+Vv,+v;-v, bands of
the '*N'°0, main isotopic species. New line parameters come from the works of Mandin et al. (1997),

Dana et al. (1997), Devi et al. (1982), May and Webster (1990).

NHa: The line parameters of the interval 0.058-5294.502 cm™ have been totally replaced by those
issued by Kleiner and Brown (2003) and described in Kleiner et al. (2003).

PHs;: New data from Brown and Kleiner (2003), described in Kleiner et al. (2003), have replaced the
whole content of the region from 770.877 to 2478.765 cm™.

OH: Line parameters in the ultraviolet region from 29808.500 to 35877.030 cm™ , from Gillis et al.
(2001) have been added to the GEISA archive.

HBR: New line parameters of H’Br and H*'Br, for the spectral regions of the pure rotation band X'E"
(0-0) (16.692-396.474 cm™) and of the fundamental band (1-0) (2123.812-2790.533 cm™), have been
derived for spectroscopic databases update, as described in Goldman et al. (2003).

HI: The description of the updates in the spectral regions of the X'X" (0-0) (12.842-319.820 cm™) and
of the (0-1) (1950.689-2403.162 cm™) bands, is given in Goldman et al. (2003).

C,He: In the spectral region 2975.331-2977.926 cm™, a modified list by Rinsland et al. (1998), for the
PQ; sub-branch in the v; band, has replaced the previously archived line parameters.

C2H2: The updates of the database has concerned three spectral regions: the 13.6- and 5-ym regions,
from work performed by Mandin et al. (2000), Jacquemart et al. (2001, 2002), and the 7.5 -¢m region,
from results by Vander Auwera (2000).

HOCI: A new line list has been created in the spectral interval 1178.673-1320.332 cm™,
corresponding to the v, region, on the basis of the works of Flaud et al. (1998), Flaud (2002) and
Vander Auwera et al. (2000).

CH3Cl: In the spectral region from 1261.562 to 1645.899 cm’, a list of 8989 transitions of the [v2, v5,
2v3] -vibrational-band triad, prepared by Brown (2002) and based upon the work of Chackerian et al.
(1998), has been newly archived, for CH;*Cl and CH5*'Cl.
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COF,: An update of the 1856.730-2001.348 cm™ region has been made thanks to a list generated by
Brown (2001), based on an unpublished analysis of the line positions.

HO,: Spectroscopic parameters for the ground state have replaced by those generated upon the basis
of the work of Chance (1997, 2003)).

A summary of GEISA-03 line transition parameters sub-database content, in terms of number of
entries, is given in Table 1. The molecular species formulas are listed in column 1 with, in column 2,
their associated identification codes. In columns 3 and 4 are given the number of entries, for each
molecular species, in GEISA-97 and in GEISA-03, respectively, with, in column 5, the differences
between the numbers of entries in these two editions of the database. Updated molecular species have
been coloured in red, if the number of entries has been increased, or in blue, on the contrary. Light
green background corresponds to GEISA/IASI-03 specific archive (see related section in the
following). It has to be noticed that, in this new edition of GEISA, particular attention has been paid to
remove duplicated lines and to harmonize default values for unknown spectroscopic parameters.

e The GEISA-03 sub-database on absorption cross-sections

As described in Jacquinet-Husson et al. (1999), besides the line transition parameters data catalog
itself, GEISA includes, a second catalog, providing, at various temperatures and pressures, the
cross-sections (unit: cm® molecule™) of species exhibiting dense spectra , not suitable for a discrete
parameterized format. The GEISA-03 archived has been significantly enriched since the GEISA-97
issue. The spectral range has been extended: from 200 cm™ to 2000 cm™ (from 556 cm™ to 1763
cm’, previously) and the number of molecules has increased, as well, from 23 to 35. The updated
already archived species are: CFC11, CFC12, CFC14, HCFC22, HCFC123, HCFC124, HFC125,
HFC134a, HCFC141b, HCFC142b, HFC152a, HCFC225ca, HCFC225¢cb, HFC32, HFC143a,
HFC134, N,Os, SFs, CIONO,. No update has occurred for CFC-13, CFC-113, CFC-114, CFC-115.
Eleven molecular species are new for GEISA-03 archive, these are:

HFC-143, HCFC-21, C,F, C,H,, C,Ha, C,Hg, C3Hs, C4Hg, HNO,, SFsCF5, HCH-365mfc.

A summary of the GEISA-03 sub-database on absorption cross-sections is given in Table 2. The
molecular species names, with their associated identification codes, are listed in columns 1 and 2,
respectively. In the three following columns are the experimental conditions associated with the data
files, i.e.: the spectral coverage (cm-1), in column 3; the overall temperature range (K), in column 4;
the total pressure range (Pa), in column 5. For each file, the number of associated temperature-pressure
sets is in column 7 and the related references, in column 8. Reference “GEISA-97” corresponds to non
updated molecules. New archived molecular species have been coloured in red. Light green
background corresponds to the GEISA/IASI-03 specific archive (see related section in the following).

e The GEISA-03 sub-database on microphysical and optical properties of
atmospheric aerosols

A common GEISA and GEISA/IASI aerosol sub-database has been recently issued for GEISA/IASI-
01 (see Jacquinet-Husson et al. (2003) for details). It gathers the micro-physical and optical properties
from published aerosol data catalogs, the overall content of which deals with the archive of complex
refractive indices and possibly computed optical related properties, for selected basic aerosol
components. Softwares for data management and user-selected aerosol mixtures elaboration are
available from the archive. No update of this sub-database has occurred for GEISA-03.
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The GEISA/IASI database: 2003 Edition

The GEISA/IASI database derives from GEISA as described in Jacquinet-Husson et al.(1998, 2003).
GEISA/IASI is being elaborated with the purpose of assessing the IASI measurements capabilities,
within the ISSWG (IASI Sounding Science Working Group), in the frame of CNES (Centre National
d'Etudes Spatiales, France)) EUMETSAT (EUropean organization for the exploitation of
METeorological SATellites) European Polar System (EPS), by simulating high resolution radiance
spectra and/or experimental data. To benefit as soon as possible from improvements in the knowledge
of spectroscopic parameters and to ensure the continuous upgrade and maintenance of GEISA/IASI
during the fifteen years of life of the IASI instrument, EUMETSAT and CNES have created a
GEISA/IASI Database Scientific Committee (GIDSC). EUMETSAT is planning to implement
GEISA/IASI into the EPS ground segment.

The GEISA/IASI database, in its 2003 edition (GEISA/IASI-03), is an extraction of GEISA-03 within
the TIASI or AIRS spectral range (599- 3001 cm™) with a similar structure, including the three
independent sub-databases described above.

GEISA/IASI-03 line transition sub-database contains spectroscopic line parameters stored following
the GEISA-03 standard with extended line parameter information (including associated error
estimations), for 14 molecules (53 isotopic species) representing 702,550 entries. The GIDSC selected
molecules are: H,O, CO,, O3, N,O, CO, CH,, O,, NO, SO,, NO,, HNO;, OCS, C,H,, N,.

It has to be noticed that in GEISA/IASI, CH;D is considered as an isotope of CH,. It is considered as
an independent molecule in GEISA. Related with the H2O archive in the 10 um region, alternative
line parameters, from Stewart (2003), have been issued has a support study for IASI, and archived in
GEISA/TASI-03.

In the GEISA/IASI-03 sub-database on Absorption cross-sections, six molecular species, among the 35
present in GEISA-03, have been selected. These are : CFC-11, CFC-12, CFC-14, CCly, N,Os and
HCFC-22.

GEISA/IASI-03 is detailed extensively in a paper in preparation, to be submitted at JQSRT.
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Spectral Range: 10 — 25232.004100 cm’”

Table 1: GEISA-03 individual lines sub-database summarized updates and contents

Molécule ID. GEISA 97 GEISA 2003 2003 - 1997
H>O 1 50217 58726 8509
CO; 2 62816 76826 14010

O3 3 281607 319248 37641
N2O 4 26771 26681 -90
CO 5 13515 13515 0
CH4 6 66883 216196 149313
0> 7 6292 6290 -2
NO 8 94738 99123 4385
SO, 9 38853 38853 0
NO2 10 100680 104224 3544
NH3 11 11152 29082 17930
PHs 12 4635 11740 7105
HNO3 13 171504 171504 0
OH 14 41786 42866 1080
HF 15 107 107 0
HCI 16 533 533 0
HBr 17 576 1294 718
HI 18 237 806 569
CIO 19 7230 7230 0
OCS 20 24922 24922 0
H.CO 21 2702 2701 -1
CzHs 22 14981 14981 0
CH3D 23 11524 35518 23994
CoH> 24 1668 3115 1447
CaHy 25 12978 12978 0
GeHs 26 824 824 0
HCN 27 2775 2550 -225
CsHsg 28 9019 8983 -36
C2N2 29 2577 2577 0
C4H2 30 1405 1405 0
HCsN 31 2027 2027 0
HOCI 32 15565 17862 2297
N2 33 117 120 3
CHsCl 34 9355 18344 8989
H202 35 100781 100781 0
H2S 36 20788 20788 0
HCOOH 37 3388 3388 0
COF2 38 54866 83750 28884
SFe 39 11520 11520 0
CsHs 40 3390 3390 0
HO> 41 26963 38804 11841
CIONO; 42 32199 32199 0
Total lines : 1,346,466 1,668,371 +321,905
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Table 2: GEISA-03 Cross-Sections Sub-Database

Molecule Mol ID Spectral coverage (cm-1) Temperaturerange (K) Pressurerange (Pa) Number of TP sets References
CFC-11 1 210 - 2000 296 93325 1 Hurley(2003); Christidis(1997)
500 - 1600 297 0 1 MSF/RAL (2003)
Li & Varanasi (1994) ;
810-1120 190 - 296 1000 - 101325 55 Varanasi (2000)
CFC-12 2 850 - 1190 253 - 287 0 3 Clerbaux (1993)
210 -2000 296 93325 1 Hurley(2003)
Varanasi & Nemtchinov (1994);
800 - 1200 190 - 296 1000 - 101392 57 Varanasi (2000)
CFC-13 765 - 1235 203 - 293 0 3 GEISA97
CFC-14 4 220 - 2000 296 93325 1 Hurley (2003)
1250 - 1290 180 - 296 1005 - 101458 55 Nemtchinov & Varanasi (2003a)
CFC-113 5 780 - 1232 203 -293 0 6 GEISA97
CFC-114 6 815 - 1285 203 -293 0 6 GEISA97
CFC-115 7 955 - 1260 203 -293 0 6 GEISA97
HFC-32 8 204 - 2000 296 93325 1 Hurley (2003); Pinnock (1995)
995 - 1475 203 - 297 0 - 100000 17 MSF/RAL (2003)
HFC-125 9 700 - 1465 287 0 1 Clerbaux (1993)
495 - 1504 203 -293 0 - 80000 16 Di Lonardo (2000)
208 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
HFC-134 10 210 -2000 296 93325 1 Hurley(2003); Christidis(1997)
600 - 1700 203 - 297 0 - 100000 9 MSF/RAL (2003)
HFC-134a 11 815 - 1485 253 - 287 0 3 Clerbaux (1993)
203 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
600 - 1600 203 - 296 0 - 100000 15 MSF/ RAL (2003)
1035 - 1340 190 - 296 2666 - 101376 33 Nemtchinov & Varanasi (2004)
HFC-143 12 204 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
HFC-143a 13 694 - 1504 203 - 293 0 - 800000 19 Di Lonardo (2000)
200 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
580 - 1500 203 - 297 0 - 100000 9 MSF/RAL (2003)
HFC-152a 14 700 - 1600 203 - 293 0 - 80000 16 Vander Auwera (2000)
840 - 1490 253 -287 0 3 Clerbaux (1993)
200 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
HCFC-21 15 785 - 840 296 133 1 Massie et al. (1985)
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Molecule Mol. ID Spectral coverage (cm-1) Temperature range (K) Pressure range (Pa) | Number of TP sets References
HCFC-22 16 700 - 1500 203 - 293 0 - 80000 8 Vander Auwera (2003)
765 - 1380 253 - 287 0 3 Clerbaux (1993)
208 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
760 - 1195 181 - 297 2666 - 101936 51 Varanasi (2001)
HCFC-123 17 740 - 1450 253 - 287 0 3 Clerbaux (1993)
204 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
HCFC-124 18 675 - 1425 287 0 1 Clerbaux (1993)
208 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
HCFC-141b 19 209 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
710 - 1470 253 - 287 0 3 Clerbaux (1993)
HCFC-142b 20 650 - 1475 253-287 0 3 Clerbaux (1993)
200 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
HCFC-225ca 21 695 - 1420 253 - 287 0 3 Clerbaux (1993)
600 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
HCFC-225ch 22 715 -1375 253 - 287 0 3 Clerbaux (1993)
600 - 2000 296 93325 1 Pinnock (1995); Hurley (2003)
N205 23 540 - 1380 205 - 293 0 5 Wagner & Birk (2003)
SF6 24 650 - 2000 296 93325 1 Hurley (2003)
925 - 955 180 - 295 2693 - 101350 29 Varanasi (2001)
CIONO2 25 500 - 1330 190 - 297 0-15580 25 Wagner & Birk (2003)
1265 - 1325 201-222 0 3 GEISA97
CCl4 26 750 - 812 208 - 297 1070 - 101272 32 Nemtchinov & Varanasi (2003b)
C2F6 27 1061 - 1285 180 - 296 3320- 101363 43 Zou & al. (2004)
210 - 2000 296 93325 1 Highwood (1999);Hurley (2003)
600 - 2750 203 - 293 0 - 80000 15 MSF/ RAL (2003)
C2H2 28 450 - 2000 296 93325 1 Highwood (1999);Hurley (2003)
C2H4 29 220 - 2000 296 93325 1 Highwood (1999);Hurley (2003)
C2H6 30 220 - 2000 296 93325 1 Highwood (1999);Hurley (2003)
C3H8 31 220 - 2000 296 93325 1 Highwood (1999);Hurley (2003)
C4F8 32 500 - 1600 203 -297 0 - 65000 19 MSF/ RAL (2003)
HNO4 33 770 - 830 268 93 1 Massie et al. (1985)
SF5CF3 34 600 - 2000 296 93325 1 Hurley (2003)
HCH-365mfc 35 665 - 1480 287 0 1 Clerbaux (1993)
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